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Q1: Impulse response (30p)

A) (10p) Explain what is described by the concept of impulse re-
sponse. For continuous-time or discrete-time LTI systems, how
can impulse response be used to determine the output signal y(t)
from an arbitrary input signal x(t). Consider both time and fre-
quency domains. Are there any necessary assumptions? Explain.
Impulse response: response of LTI system to an impulse input (a
delta function); valid both for time continuous and time discrete
systems.

h(t) = S{δ(t)}

Motivation: Since F {δ(t)} = 1, all possible frequencies are rep-
resented in this input signal; and therefore, the output for such
signal will probe how the system will respond to all possible fre-
quencies (theoretically). In addition, an arbitrary input can also
be described by a sum of weighed and time shifted delta impulses
(convolution integral). Therefore, the output is a convolution be-
tween input and impulse response function:

y(t) =

∞∫
−∞

h(t− τ)x(τ)dτ

For this approach to be valid, convolution integral must converge.
In the frequency domain, H(s) is the system transfer function,

H(s) =
Y (s)

X(s)

therefore
Y (s) = H(s)X(s)

where
H(s) = L {h(t)} .

B) (10p) Find impulse response function for LTI system described by
differential equation given below.

2y(t) + 3ẏ(t) + ÿ(t) = x(t) + 2ẋ(t) (1)
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2Y (s) + 3sY (s) + s2Y (s) = X(s) + 2sX(s)

Y (s)[2 + 3s+ s2] = X(s)[1 + 2s]

H(s) =
Y (s)

H(s)
=

1 + 2s

2 + 3s+ s2
=

2s+ 1

(s+ 1)(s+ 2)

A

(s+ 1)
+

B

(s+ 2)
=

2s+ 1

(s+ 1)(s+ 2)

A = −1 B = 3

h(t) = ε(t)[3e−2t − e−t]

C) (10p) Find impulse response function for a system described by a
difference equation given below.

9y[n]− 9y[n− 1] + 2y[n− 2] = x[n]− 2x[n− 1] (2)

One can use z-transform of delta input and calculate output for
this time-discrete system. Using z-transform:

9y[n]− 9y[n− 1] + 2y[n− 2] = x[n]− 2x[n− 1]

9Y (z)− 9Y (z)z−1 + 2Y (z)z−2 = X(z)− 2X(z)z−1

Y (z)[9− 9z−1 + 2z−2] = X(z)[1− 2z−1]

H(z) =
Y (z)

X(z)
=

1− 2z−1

9− 9z−1 + 2z−2
=

z2 − 2z

9z2 − 9z + 2
=

=
z(z − 2)

(3z − 1)(3z − 2)
=

1

9

z(z − 2)

(z − 1/3)(z − 2/3)
=

=
1

9

[
Az

(z − 1/3)
+

Bz

(z − 2/3)

]
=

1

9

[
5z

(z − 1/3)
− 4z

(z − 2/3)

]
=

=
5

9

z

(z − 1/3)
− 4

9

z

(z − 2/3)

h[n] =
5

9

(
1

3

)n
u[n]− 4

9

(
2

3

)n
u[n]

Q2: Frequency response (20p)
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A) (10p) What is described by “frequency response” H(jω) of a LTI
system? Are initial conditions important to determine frequency
response?
H(jω) complex function which describes how different frequency
components of the input signal will be effected by the LTI system,
since in the Fourier domain

Y (jω) = X(jω)H(jω).

Frequency response is defined as a Fourier transform of the impulse
response function or equlivelantly as system transfer functionH(s)
calculated for s = jω:

H(jω) = H(s)|s=jω .

Frequency response contain information on how both magnitude
and phase of the input signal will be changed by a LTI sys-
tem. |H(jω)| (gain) describes how LTI system will change the
amplitude of the input signal for frequency ω. The phase angle
arg (H(jω)) will contain information on how the phase of the in-
put signal will be effected at different frequencies. Non zero initial
conditions will not effect systems frequency response, as by setting
s = jω we ignore increasing/decreasing parts of the signal and in-
vestigate system response at t→∞. Since zero-input response is
transient, it will not effect systems frequency response.

B) (10p) Determine expression describing H(jω) for system described
by the differential equation given in question 1B. Calculate for
ω = 0Hz and 10Hz.

2y(t) + 3ẏ(t) + ÿ(t) = x(t) + 2ẋ(t) (3)

We alreadye know H(s), and frequency response

H(s) =
Y (s)

H(s)
=

1 + 2s

2 + 3s+ s2
=

2s+ 1

(s+ 1)(s+ 2)
=

3

(s+ 2)
− 1

(s+ 1)

H(s) =
3

(s+ 2)
− 1

(s+ 1)

∣∣∣∣
s=jω

= 3
(2− jω)

(4 + ω2)
− (1− jω)

(1 + ω2)
=

=
6

4 + ω2
− 3jω

4 + ω2
− 1

1 + ω2
+

jω

1 + ω2

Now we need to group real and complex terms and calculate ac-
cordingly to:

|H(jω)| =
[
Re{H(jω)}2 + Im{H(jω)}2

]1/2
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Re {H(jω)} =
6

4 + ω2
− 1

1 + ω2
=

6 + 6ω2 − 4− ω2

(4 + ω2)(1 + ω2)
=

2 + 5ω2

(4 + ω2)(1 + ω2)

Im {H(jω)} =
ω

1 + ω2
− 3ω

4 + ω2
=

4ω + ω3 − 3ω − 3ω3

(4 + ω2)(1 + ω2)
=

ω − 2ω3

(4 + ω2)(1 + ω2)

Then |H(0)| = 0.5 and |H(10)| = 0.1954. Phase: arg(H(0)) = 0
and arg(H(10)) = −76 deg

Q3 (30p) Consider a periodic square wave signal x(t) shown in Figure 1,
assume that this function is defined for −∞ < t <∞
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Figure 1: Square wave with repeat period of 5s and 1s pulse duration. Ques-
tion 3.

A) (10p) Derive a general expression for Fourier transform of a peri-
odic function xp(t) and Fourier transform of a sampled function
xs(t) (defined in discrete time domain).
HINT: These equations should be helpful :

δT (t) =
∞∑

n=−∞

δ(t− nT0) (4)

F {δT (t)} =
∞∑

n=−∞

ω0δ(ω − nω0) (5)

We define periodic function as convolution between train of delta
impulses δT (t) with the periodicity of the periodic function in ques-
tion (ω0), and a aperiodic function x(t). Convolution in the time
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domain corresponds to multiplication in the frequency domain.
Then,

xp(t) = x(t) ∗ δT (t)

F {xp(t)} = Xp(jω) = F {x(t)}F {δT (t)} =

= X(jω)
∞∑

n=−∞

ω0δ(ω − nω0) =

=
∞∑

n=−∞

ω0X(nω0)δ(ω − nω0)

In a similar manner, discrete time function can be defined as multi-
plication of a train of delta impulses and a time continuous signal.

xs(t) = δT (t)x(t)

F {xs(t)} = F {δT (t)x(t)} =
1

2π
F {δT (t)} ∗ F {x(t)} =

=
1

2π
X(ω) ∗

∞∑
n=−∞

ωsδ(ω − nωs)

Using properties of a delta function, we get

Xs(jω) =
ωs
2π

∞∑
n=−∞

X(ω − nωs)

B) (10p) Find the expression for the Fourier transform of the signal
shown in Figure 1 and sketch it for −2π < ω < 2π. Using:

F {xp(t)} =
∞∑

n=−∞

ω0X(nω0)δ(ω − nω0)

we have ω0 = 2π
5s

and we only need to find FT of non-periodic
function (1 period centred around zero)

X(jω) =

∞∫
−∞

x(t)e−jωtdt =

T/2∫
−T/2

e−jωtdt =
1

−jω
[
e−jωT/2 − ejωT/2

]
=

= T sinc

(
ωT

2

)
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with T = 1s. FT of this periodic function is discrete in frequency,
defined at ω = n2π

5s
and has samplitude given by

Xp(jω) =
2π

5

∞∑
n=−∞

sinc

(
n

2π

10

)
δ

(
ω − n

2π

5

)
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C) (10p)Define power density spectrum and explain how to calculate
it for signal shown in Figure 1.
HINT: These equations might be helpful:

Λ

[
t

T

]
=

{
1− |t|

T
for |t| < T

0 otherwise

F
{

Λ

[
t

T

]}
=

sin2(ωT/2)

(ωT/2)2

Few different possiblities. PSD for deterministic signal determined
from Parseval’s theorem (energy spectrum of the signal), or using
auto correlation of the input signal, and then callculating FT. For
the 2nd Method a.c.f will be deterministic, and periodic; it will be
defined by triangle impulses with the same periodicity and original
signal, and width of 2T . For the signal given in the exercise text,
T = 1s and

Xp(jω) =
∞∑

n=−∞

sinc

(
n

2π

10

)
δ

(
ω − n

2π

5

)
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and

|Xp(jω)|2 =
∞∑

n=−∞

sinc2
(
n

2π

10

)
δ

(
ω − n2π

5

)
The same answer will can we get from using autocorrelation ap-
proach. ϕxx(t) is a train of triangular impulses with T = 1s (total
width of 2s) which are periodic with the same periodicity as the
original signal.

Φxx = F {ϕ} = F
{

Λ

[
t

T

]
∗ δT (t)

}
which gives the same answer as above.

Q4 (20p) Consider a system with impulse response h(t) = etε(t) (t ≥ 0)
where ε(t) is the unit step function.

A) (10p)Is the system BIBO stable?
A requirement for a system to be BIBO stable is that∫ ∞

−∞
|h(t)|dt ≤M

for some finite M . With h(t) = et · ε(t) the above integral clearly
does not converge and the system is not BIBO stable.

B) (10p) Now put this system into the feed-back system shown in
Figure 2 and find the range of A-values so that the system is
BIBO stable.

h(t)

-A

x(t) y(t)

+

ym(t)

Figure 2: Feed-back system for Question 4B

Start by finding the transfer function H(s)

H(s) =

∫ ∞
0

ete−stdt =

∫ ∞
0

e−(s−1)t − e−(s−1)t

s− 1

∣∣∣∣∣
∞

t=0

=
1

s− 1
.
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Note that the integral above only converges for Re(s) > 1 (ROC
consists of the complex plane to the right of s = 1). By examining
the block diagram given in the problem text we are able to find the
complete transfer function from input to output in the feedback
loop. Begin by relating the input and output of the system,

Y (s) = H(s) [X(s)− A · Y (s)]

Y (s) [1 + A ·H(s)] = H(s) ·X(s)

Y (s)

X(s)
≡ Htot(s) =

H(s)

1 + A ·H(s)
=

1/(s− 1)

1 + A/(s− 1)
=

1

s− 1 + A

We see that the transfer function Htot(s) has a single real pole
s0 = (1 − A). In order for the system to be stable we require
that the pole lie in the left half of the s-plane. This leads to the
stability criterion

s0 = 1− A < 0⇒ A > 1.
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