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Q1. (30p) System S1{ } is described by a transfer function H1(s) given
below.

H1(s) =
1

s2 + 3s+ 2

A. Calculate unit step response for this system

Y (s)

X(s)
=

1

s2 + 3s+ 2

Y (s) = X(s)
1

s2 + 3s+ 2
=

1

s

1

s2 + 3s+ 2
=

1

s(s+ 2)(s+ 1)

=
A

s
+

B

s+ 2
+

C

s+ 1
=

1

2s
+

1

2(s+ 2)
− 1

(s+ 1)
=

=
2(s2 + 3s+ 2) + 2s(s+ 1)− 4s(s+ 2)

4s(s+ 2)(s+ 1)
=

=
4

4s(s+ 2)(s+ 1)
=

1

s(s+ 2)(s+ 1)
ok!

then

y(t) = L −1

{
1

2s
+

1

2(s+ 2)
− 1

(s− 1)

}
=

=
1

2
ε(t) +

1

2
e−2tε(t)− e−tε(t)

B. Design a discrete-time system which is equivalent to the system
S1{ } studied above. Find discrete time transfer function H(z)
and again calculate output if a discrete time unit step function
u[n] is given as an input. If necessary use ts = 1s and calculate
only the few first terms of the output signal (0 ≤ n < 3).
Hint: to save time, use a difference equation for the system and
calculate the unit step response in the time domain.
We can do this by first finding the differencial equation describing
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this system:

Y (s)

X(s)
=

1

s2 + 3s+ 2

Y (s)(s2 + 3s+ 2) = X(s)

s2Y (s) + 3sY (s) + 2Y (s) = X(s)

ÿ(t) + 3ẏ(t) + 2y(t) = x(t)

ẏ(t) =
y[n]− y[n− 1]

ts

ÿ(t) =

y[n]−y[n−1]
ts

− y[n−1]−y[n−2]
ts

ts
=

1

t2s
(y[n]− 2y[n− 1] + y[n− 2])

So the difference equation for this system will be:

1

t2s
(y[n]− 2y[n− 1] + y[n− 2]) + 3

y[n]− y[n− 1]

ts
+ 2y[n] = x[n]

y[n]

(
1

t2s
+

3

ts
+ 2

)
− y[n− 1]

(
2

t2s
+

3

ts

)
+ y[n− 2]

1

t2s
= x[n]

To simplify we can evaluate expressions in the brackets(
1

t2s
+

3

ts
+ 2

)
= 1 + 3 + 2 = 6(

2

t2s
+

3

ts

)
= 2 + 3 = 5

1

t2s
= 1

6y[n]− 5y[n− 1] + y[n− 2] = x[n]

y[n] =
5

6
y[n− 1]− 1

6
y[n− 2] +

1

6
x[n]

So, the transfer function can be obtained by taking the z-transform
of this equation:

6y[n]− 5y[n− 1] + y[n− 2] = x[n]

6Y (z)− 5Y (z)z−1 + Y (z)z−2 = X(z)

Y (x)

X(x)
=

1

6− 5z−1 + z−2
=

z2

6z2 − 5z + 1
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To get the unit step response, we set:

X(z) =
z

z − 1

Y (z) =
z2

6z2 − 5z + 1

z

z − 1
Y (s)

z
=

z2

6z2 − 5z + 1

1

z − 1
...

Unit step response in the time domain: we set x[n] = 1 for n ≥ 0

y[0] =
1

6

y[1] =
5

6

1

6
+

1

6
=

11

36

y[2] =
5

6

11

36
− 1

6

1

6
+

1

6
=

55− 6 + 36

216
=

85

216

Q2. (10p) Consider a discrete-time LTI system with a impulse response
h[n] given by:

h[n] = (−α)n u[n]

where u[n] is the unit step function.

A. Is this system causal?

B. For what range of α-values is this system BIBO stable?

Since h[n] = 0 for n < 0, the system is causal. For BIBO stability, the
impulse response function needs to be absolutelly integrable.

∞∑
n=−∞

|−αnu[n]| =
∞∑
n=0

|−αn| =
∞∑
n=0

|α|n =
1

1− |α|
|α| < 1

so the system will be BIBO stable for |α| < 1.

Q3. (10p) Find the discrete-time Fourier transform (DTFT) of the rectan-
gular pulse sequence given by

x[n] = u[n]− u[n−N ]
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where u[n] is the unit step function. This discrete-time signal is sampled
with a sampling frequency ωs, write the expression for the transform
both in the discrete frequency domain and in the frequency domain.

Note: it is enough to write the aswer as a fraction of two complex
functions and you do not need to arrive at an elegant expression.

Using:
N−1∑
n=0

αn =
1− αN

1− α

and the definition of DTFT

X(ejω) = F∗ {x[n]} =
∞∑

n=−∞

x[n] e−jωn − π ≤ ω < π

we get

X(ejω) =
∞∑

n=−∞

x[n] e−jωn =
N−1∑
n=0

e−jωn

X(ejω) =
1− e−jωN

1− e−jω

where ω is the discrete frequency (not the same as the sampling fre-
quency ωs) and is related to frequency Ω by ω = Ωts. So, in the
frequency domain, this will be

X(ejω) =
1− e−jΩtsN

1− e−jΩts

and

ts =
2π

ωs

Q4. (10p) Find the inverse z-transform of

X(z) = z2

(
1− 1

2
z−1

)(
1− z−1

)
(1 + 2z−1) 0 < |z| <∞

After multiplication we get:

X(z) = z2 +
1

2
z − 5

2
+ z−1
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Using the definition of the Z-transform we find:

x[n] =

{
1,

1

2
,−5

2
, 1

}
(this can also be expressed as a series of discrete-time shifted δ[n]-
functions)

Q5. (10p) Find the z-transform of the following signal

x[n] = a−nu[−n]

Uing the definition of the Z-transform we get:

Zb {f [n]} =
∞∑

n=−∞

f [n] z−n

Zb {x[n]} =
∞∑

n=−∞

x[n] z−n =
0∑

n=−∞

a−nz−n = a0z0 + a1z1 + a2z2 + ... =

=
1

1− az
ROC:|za| < 1; |z| < 1

|a|

Q6. (20p) If the Fourier transform of a signal x(t) is given by X(ω), find
an expression for the Fourier transform Xs(ω) of signal xs(t) defined
as:

xs(t) = δT (t)x(t)

where

δT (t) =
∞∑

k=−∞

δ(t− kts)

Explain how obtained expression relates to Nyquist sampling rate con-
dition.

HINT: expression for the Fourier transform of a periodic function might
be useful here:

Fp(ω) =
∞∑

n=−∞

ω0F (nω0)δ(ω − nω0)
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We need to know FT of a train of delta impulses δT (t) (which is not the
same as DTFT of this signal) and then use convolution in the frequency
domain to find the tarnsform of a sampled function xs(t).

F

{
∞∑

k=−∞

δ(t− kts)

}
=

∞∑
n=−∞

ωsδ(ω − nωs)

and

ωs =
2π

ts

Now we can use convolution:

Xs(ω) =
1

2π
X(ω) ∗

∞∑
n=−∞

ωsδ(ω − nωs) =
ωs
2π

∞∑
n=−∞

F (ω − nωs)

Multiple copies of the transform will overlap if the sampleing frequency
is less then 2ωmax.

Q7. (10p) What is defined by a power density spectrum of a random signal
and how can it be calculated? Sketch power density spectrum of white
noise and band-limited white noise signals.
If a random signal is stationary, power density spectrum can be calcu-
lated using the Fourier transform of the autocorrelation function, that
is

Φxx(jω) = F {ϕxx(τ)} (1)

E{|x(t)|2} = ϕxx(0) =
1

2π

∞∫
−∞

Φxx(jω)ejωτdω

∣∣∣∣∣∣
τ=0

=
1

2π

∞∫
−∞

Φxx(jω)dω

And therefore Φxx(jω) is the Power density spectrum. For signals for
which Fourier transform exists, this can also be calculated by using the
Parseval’s theorem. For white noise signal (for which the autocorrela-
tion function is a delta function), the power density is the same for all
frequency ranges, so

Φxx(jω) = N0 −∞ < ω <∞ (2)

for band-limited white noise,

Φxx(jω) = N0 − ωmax < ω < ωmax (3)
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