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Abstract. No surface is perfectly flat at every length scale. However, all natural
and man-made surfaces show some degree of roughness. Therefore, it is imperative
to know how surface disorder may affect physical process at, or in the immediate
vicinity, of the surface. In this review, we focus on the long-standing problem
of electromagnetic wave scattering from randomly rough surfaces. This topic has
implications and practical applications in fields of science and engineering ranging
from observational astronomy to the electronic and medical industry. How ran-
domly rough surfaces can be described statistically is outlined, and we introduce
the theoretical and computational methods most frequently used in the study of
light scattering from randomly rough metal or dielectric surfaces. A large part of
the review is devoted to the description and the discussion of the physical origin
behind various multiple scattering phenomena that can exist when light inter-
acts with a random surface. Some of the addressed phenomena are; the enhanced
backscattering and satellite peak phenomena; forward scattering (specular peak)
enhancement; coherent effects in the angular intensity correlation functions and
the second harmonic generated light (nonlinear effect).
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1 Introduction

We are surrounded by waves, and they effect our daily life in ways that many of us are not
fully aware. Sound and light are our main tools for observing our immediate surroundings.
Light is for example responsible for you being able to read these lines, and more importantly,
to get access to the vast majority of the knowledge accumulated in writing by man throughout
centuries of intellectual activities. X-ray and ultra sound techniques have given tremendous
contributions to the success of modern medicine. Radio- and micro-waves are invaluable in
modern communication technology including cellular phones and radio and TV broadcastings.
Understanding of quantum waves, and their behavior, constitutes the foundation of electronics
and semiconductor technologies — an essential ingredient in the past and future progress of
computer hardware. The above list is not at all, or intended to be, complete. It could in fact
easily have been made much longer. However, the bottom line that we want to make here is that
with the ubiquitous presence of wave phenomena in various applications, it is not surprising to
find that wave phenomena have had, and still have, a prominent position in our understanding
of the physical world, and such phenomena are of out-most importance in science, medicine
and technology.

If you take an introductory text on wave phenomena, you will find discussions of how
plane waves of well-defined frequency propagate in a homogeneous, isotropic medium [1-12].
Thereafter, the authors typically discuss the scattering and transmission of such waves at a
plan interface separating two semi-infinite media of different dielectric properties — the Fresnel
formulae [1-12]. These formulae serve to accurately describe the scattering of light from, say, a
mirror. However, from our everyday experience, we know that most surfaces are not mirror like,
and they are often more complicated than two semi-infinite media. Most naturally occurring
surfaces are actually not smooth at all. They are, however, rough at some scale. In fact, all
objects, man-made or not, have to be rough at the atomic scale even though such small length
scales often are not resolved by our probes.

It should be kept in mind that the characterization of a surface as being rough or smooth
is not unique, and it is, therefore, not an intrinsic property of the surface. Instead it depends
on the wavelength used to “observe” the surface. If the typical roughness is on a scale much
smaller than the wavelength of the probe, this surface is considered as smooth. However, by
using another light source of shorter wavelength, the same surface might be characterized as
being rough or maybe even strongly rough. It is, among other factors, the surface topography
and the wavelength of the probe that together go into the characterization of a surface as being
rough or smooth.!

! When discussing the Rayleigh criterion later in this section we will see that also the angle of
incidence of the light will play an important role.
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Fig. 1. An illustration showing the transition from specular (Fig. 1(a)) to diffuse scattering (Fig. 1(d))
of light from a surface of increasing roughness. The arrows indicate the direction of the incident light.
(Adapted after Ref. [25].)

Fig. 2. When an electromagnetic wave is scattered (or transmitted) by a randomly rough surface,
speckle patterns may result. The contour plot shows the spatial distribution of the intensity of light in
the vicinity of a rough metal surface when it was illuminated from the top-left by a finite sized beam.
The color scale is defined so that red corresponds to high intensity and blue to low (and black to zero).
Notice in particular the “beams” of high intensity scattered from the surface in different directions
(“the speckles”). These results were obtained on the basis of a rigorous computer simulation approach
(see Sec. 4), and the assumed parameters were (meaning to be defined later): 6, = 45°; A = 405 nm;
0 = 50nm; a = 250 nm; w = 10\; and L = 80\. (Adapted after Ref. [45].)

Let us from now on assume an electromagnetic probe, i.e. light. If the surface can be
considered as smooth (given the wavelength of the incident light), then the light is scattered
(coherently) by the surface into the specular direction (Fig. 1(a)). As the roughness of the
surface is increased so that the surface becomes weakly rough, a small fraction of the incident
light will be scattered into other directions than the specular. This non-specular scattering is
often called diffuse scattering or by some authors incoherent scattering. As the roughness is
increased even further, the magnitude of the diffuse (incoherent) component of the scattered
light is increased on the expense of the magnitude of the specular component. When the surface
roughness is so that the specular component can be more-or-less neglected relative the diffuse
component, the surface is said to be strongly rough. This transmission from as smooth to a
strongly rough surface is depict in Figs. 1. Moreover, since a rough surface will give rise to a
partly random phase of the scattered electromagnetic field, a complex intensity pattern will
result due to the scattered field interfering constructively or destructively as angle of scattering
is altered. Such patters are known as speckle patterns and they show rich properties that have
fascinated researchers for decades [13-15]. Figure 2 presents an example of such a pattern
obtained by a rigorous computer simulation approach described later in this review (Sec. 4).

Due to the practical applications of waves, and the number of naturally occurring surfaces
being rough, it is rather remarkable that it took several hundreds years from the birth of optics
as a scientific discipline to anyone started to consider wave scattering from rough surfaces. As
far as we know today, the first such theoretical study was made at the end of the 19th century
(probably in the year of 1877) by one of the greatest scientists of its time, the British physicist
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Lord Rayleigh [16-18]. He considered the scattering of light incident normally onto a sinusoidal
surface.

In 1913 Mandel’shtam studied how light was scattered from liquid surfaces [19]. By doing so,
he became the first to consider scattering from randomly rough surfaces. This, as it turned out,
should define the beginning of an active research area — wave scattering from randomly rough
surfaces — which still today, almost a century later, is an active and vibrant field [12,25-44].

However, it was after the second world war that the research effort put into this field started
to accelerate [20-24], and since then a massive body of research literature has been generated
in the field [12,25-44].

Up to the mid 1980s, most of the theories used to study rough surface scattering were single
scattering theories [25-30,32,33,38,39]. However, from then onward, the main focus of the re-
search has been on multiple scattering theories [40,42,46]. In addition, advances in experimental
techniques have lately enabled experimentalists to fabricate surfaces under well controlled condi-
tions by using, e.g., a holographic grating technique [47,48]. This has opened for the unique pos-
sibility of direct comparison of theory and experiments in a way not possible a few decades ago.

Inspired by the work of Lord Rayleigh [16-18] researchers developed a criterion — the
Rayleigh criterion — that can be used to determine when a given surface is to be considered as
rough. Here, in addition to the properties of the surface, the wavelength of the incident light
and the angle of incidence are incorporated [29].

To illustrate how this comes about, let us consider a rough surface defined by x5 = {(z1).
On this surface we pick two arbitrary points, say, (z1,¢(x1)) and (z7,{(2})). Let us now ask
ourselves the following question: What is the phase difference between two waves being scat-
tered from these two surface points? For simplicity, we will here only consider the specular
direction since a more complete treatment will be given in later sections. Under this assump-
tion, it is straightforward from a geometrical consideration to show that the phase (optical
path) difference between the two waves is given by the expression

A¢ = 2[k[[((x1) — ¢(x})] cos b, (1)

where |k| = 27/) is the modulus of the wave vector of the incident light of wavelength A, and
0o is the angle of incidence of the light as measured from the normal to the mean surface.
From Eq. (1) we immediately observe that if the surface is flat, so that {(z1) = {(z}), then the
phase difference (in the specular direction) is always zero independent of the angle of incidence.
However, if the surface is rough, A¢ # 0 in general. If A¢ < 7, the two waves will be in, or
almost in, phase and they will therefore interfere constructively. On the other hand, if A¢ ~
they will be more-or-less completely out off phase and interfere destructively, so that less energy
will be scattered into the specular direction as compared to the situation where the two waves
interfere constructively. In terms of the phase, a smooth surface would correspond to A¢ < 7,
and a rough to A¢ ~ 7. Thus, A¢ = 7/2 might be considered as the borderline between a
smooth and a rough surface; if A¢ < 7/2 the surface is smooth, and otherwise (7/2 < A¢ < 7)
it is rough. The criterion A¢ < 7/2 is the famous Rayleigh criterion for a smooth surface.

If the surface is randomly rough, it is practical to replace the height difference ((x1) — ()
by a typical height fluctuation as provided, for example, by the standard deviation or root-
mean-square (rms) height, 8, of the surface. Hence, the Rayleigh criterion for a rough surface
can be expressed as [29]

R, = |k|dcosby < % 2)
where R, is the so-called Rayleigh parameter. From the Rayleigh criterion, R, < /4, it should
be observed that in addition to the surface topography itself and the wavelength of the light,
also its angle of incidence goes into determining if a surface is rough or not. This is probably
the most important lesson to be learned today from the Rayleigh criterion.

During the time that has passed since Lord Rayleigh [16-18] conducted his seminal work
on rough surface scattering in the 1870s, this topic has been studied extensively. Since real
systems are not perfectly flat, and thus contain some degree of roughness, its effect needs to
be taken into consideration if one wants an accurate description of the light scattered from a
real system. Hence, it is fair to say that until rather recently, the presence of roughness was
mostly considered as an extra complication — something that one did not want, but simply was



Optics of Surface Disordered Systems 5

forced into accounting properly for in order to reach an adequate description of the system at
hand. However, recently, and in particular with the advent of nano-technology, this situation
has changed dramatically. Now, surface roughness may be considered an advantage and systems
are intentionally designed with rough surfaces. In such cases the surface structures are often
designed, or tailored and optimized, towards particular applications. One talks about engineered
surfaces [34,49-52]. For instance in photovoltaic systems, it is known that surface roughness
may increase the efficiency of solar cells even if the optimal structure for such applications is
still partly unknown [53]. In order to be able to perform such engineering and to optimize the
structures towards applications, a excellent fundamental understanding of how light interacts
with rough structures is essential.

The present review consists of essentially two main parts — part one focuses on the theoretical
methods whilst part two is devoted to rough surface scattering phenomenology. In the first
part we try to present an overview of some of the main theories and methods used in the
study of wave scattering from randomly rough surfaces. We begin in Sec. 2 to describe how
randomly rough surfaces can be described statistically. We then continue by summarizing the
important results of electromagnetic theory including Maxwell’s equations and so-called surface
plasmon polaritons (Sec 3). Section 4 is devoted to the quantities and main techniques used
in the field of electromagnetic wave scattering from randomly rough surfaces. We here review
classical theories like small amplitude perturbation theory, many-body perturbation theory as
well as numerical simulation approaches. This section serves the purpose of outlining the various
theories and simplifies referencing when later discussing optical phenomenas. Finally in Sec. 5 we
address some of the interesting (and partly unique) optical phenomena that may occur when
light is scattered from randomly rough surfaces. Such effects include the backscattering and
satellite peaks phenomena (weak localization); enhanced forward scattering (enhanced specular
peak) phenomenon; angular intensity correlation function effects; and nonlinear effects (second
harmonic generation).

2 Characterization of random rough surfaces

Almost everyone grows up with some kind of intuitive “feeling” of what is meant by a rough
surface. The surface of a fractured stone, say, is normally looked upon as being rough, while a
piece of paper as being smooth. However, on the micro-scale, where the human eye is not very
sensitive, also the paper has some kind of structure. So in a strict sense, both the paper and the
stone surface are rough. Paper is made out of fibers which is quite different from the crystals
that are seen on the micro scale of the surface of the fractured stone. So the question is: How
shall we quantify the difference in roughness between say the paper and the stone surface? One
possibility is to measure by some suitable technique the surface topography. Such measurements
will of course produce different results for the paper and stone surface. However, if we move to
another area of the fractured stone and measure the surface topography here, we will obviously
not get the same result as obtained in the previous measurement taken from another area of
the same surface. So, how shall we be able to characterize the rough surfaces at hand, so that
we are able to distinguish them from each other? In this section we intend to discuss in some
detail how to characterize randomly rough surfaces in a quantitative way.

However, before we do so, let us take a look at what kind of rough surfaces we have. De-
pending on how the surface height fluctuates around some reference surface, we may categorize
them as being deterministic or randomly rough. For random surfaces, one may in addition
group them as correlated or uncorrelated surfaces, and they might occur as fractal or non-
fractal surfaces depending on under which conditions they were formed. Rough surfaces that
are found in nature are normally correlated randomly rough surfaces. We will therefore proceed
by discussing how to characterize such surfaces [29,54,55].

2.1 Statistical description of randomly rough surfaces

Two randomly rough surfaces are never identical. Thus the knowledge of the surface topography
alone is therefore not enough to be able to immediately say if two rough surfaces were generated
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by the same underlying process, and therefore have to be looked upon as being identical (in
a statistical sense). However, if we assume that the randomly rough surface can be considered
as a continuous random process [56—61], then a statistical description might be relevant and
useful. We will now introduce this method of characterization.

Under experimental conditions, the surface topography is measured relative to some refer-
ence surface. In our case we will assume that this reference surface is a planar surface. Other
choices might be practical in some cases, but this will not be discussed here. Furthermore, it
is convenient to choose our coordinate system so that this planar surface is located at x3 = 0.
In this case the randomly rough surface is just the roughness that perturb the plane z3 = 0.
For simplicity, we limit our discussion to one-dimensional surfaces. The extension to (isotropic)
two-dimensional surfaces is trivial. For the purpose of this review it will be assumed that the
surface does not possess any overhangs?, that is to say that the surface profile function, that
we will denote by ((z1), is a single-valued function of the lateral coordinate x;. For character-
ization of surfaces where the surface profile function does not fulfill this property the reader is
invited to consult Refs. [45,62,63].

In order for the surface profile function {(x1) to be planar on average, it must, with our
choice for the coordinate system, have a vanishing mean, i.e. we must require that

(¢(z1)) = 0. (3)

Here the angle brackets are used to denote a spatial average over a large spatial region. If,
however, the surface is ergodic [57-61], as we will assume here, this spatial average is equal to
an average over an ensemble of realizations of {(z1). It is therefore, under the assumption of
ergodicity, more convenient to think of (-) as an ensemble average.

Another notion that is important when characterizing rough surfaces is stationarity [29].
A surface is said to be stationary, or translation invariant, if its statistical properties are in-
dependent of which portion of the surface was used in their determination. That the surface
roughness possesses stationarity is crucial for the applicability of many of the theories used to
study rough surface scattering. Rigorous numerical simulations (Sec. 4.10), however, can still
handle non-stationary surfaces.

2.1.1 Gaussian random surfaces

In theoretical studies of light scattering from rough surfaces, the random surfaces have in the
overall majority of the studies been assumed to possess Gaussian height statistics. Such a
statistics is rather appealing from a theoretical point of view since moments of any order can
be related to the first two moments. Such moments either vanish (odd moments), or they are
related to the second moment (even moments) [29]. Fortunately, also real surfaces are often
found to be Gaussian of which one example is given in Figs. 3.

The zero-mean property, Eq. (3), does not specify how the different heights along the surface
are located relative to one another. Such information is provided by the height-height correlation
function. Under the assumption of {(z1) being stationary we can write

(C(z1)¢(ah)) = W (s — a4 ), (4)

where § is the root-mean-square (rms)-height of the surface profile function, and W (|xy|) is
the height auto-correlation function normalized so that W(0) = 1. In cases where W (|z1]) =1
(W(|z1]) = —1) one speaks of perfect correlation (anti-correlation). Furthermore it can be
shown that —1 < W(|x1|) < 1. Notice, that since the heights-distribution is Gaussian, Egs. (3)
and (4) together determines uniquely the statistical properties of the surface since all higher
order moments can (for a Gaussian surface) be related to the first two.

In many of the perturbation theories developed for rough surface scattering, the power
spectrum of the surface randomness is a quantity that appears more-or-less naturally. It is

2 Such surfaces are also known as reentrant surfaces.
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Fig. 3. Experimental height and light transmission measurements performed on a plastic film (a melt
blown, linear low density polyethylene film of (mean) thickness d = 50 pm). (a) A contour plot of the
experimental surface profile function obtained from Atomic Force Microscopy (AFM) measurements
over a 50 x 50 (um)? quadratic area. The color code is so that red corresponds to 0.015um and
blue to —0.015 um. Similar statistical properties were found for the top and bottom surface of the
film. (b) Contour plot for the angular distribution of the measured logarithmic intensity of light of
wavelength A = 0.6328 um that has been transmitted through the film. (¢) The height distribution
function P(() calculated from the AFM data (open circles) and a Gaussian fit (solid line) corresponding
to 0 = 0.04 um. (d) The height-height correlation function W (|z||) obtained from the AFM data (open
circles) and, for comparison, an exponential correlation function W (|z||) = exp(—|z|/a) (solid line)
corresponding to a correlation length of a = 1.3 um. It is observed that the empirical correlation
function is more complex than a simple exponential function. (Adapted after Ref. [129].)

defined as the Fourier transform of the (normalized) correlation function [64]

(k) = [ "y W) ek (5)

— 00

In order to get an intuitive picture of how the surface height varies along the surface, it is
often useful to supply the mean slope, s, and the mean distance between consecutive peaks and
valleys, (D), as measured along the (lateral) z1-direction. For a stationary zero-mean, Gaussian
random process, the rms-slope, s, is related to the power spectrum by [64]

s= ([P = 6\/ / Z & k2g(w), (6

~—
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and a good estimator for (D) has been shown to be [64]

1= dk k()
D)=\ | g R g (k) @)

In the literature many different forms for the correlation function W (|z1|) have been con-
sidered (see e.g. Ref. [29] and references therein). However, here we will only be dealing with
two such forms. They are the Gaussian form given by

W (Ja1]) = exp (9") , (82)

4

where a is the transverse correlation length, and the so-called rectangular or West-O’Donnell
form

g(Ik]) = vra exp (—’“) , (sh)

sink,x; —sink_x
W(|£L’1D = (Z+ 1_ kf){E]_ 17 (9&)

™

g([k]) = m

where 6(-) is the Heaviside unit step function. In Egs. (9) the quantities ky, with 0 < k_ < k4,
denote the lower and upper momentum cutoffs for the spectrum, and they will be given a
more precise definition in later sections. The latter power spectrum was recently used by West
and O’Donnell [65] in an experimental study of the enhanced backscattering phenomenon from
weakly rough surfaces.

For the two above power spectra the mean slope, s, and the distance between consecutive
peaks and valleys, (D), then become [64]

9
(1,’

jg\/ki +kik_ + k2, West — O’Donnell

0(ks — k)O(k — k_) + 0(ky + k)0(—k — k_)], (9b)

V2

Gaussian
S =

(10)

and [64]
T

V6

D) = . 11
) T §M West — O’Donnell .
3k% — k5

Two surface profiles with the same (Gaussian) height distribution, but with a Gaussian and
a West-O’Donnell power spectrum possessing nearly the same value of the rms-slope, s, are
depicted in Figs. 4.

In later calculations, it will prove useful to also have available the Fourier representation of
the surface profile function (and its Fourier inverse). They are defined as

a, Gaussian

(1) = /OO - C(k)e'ter, (12a)

oo 2T

(12b)
and

{(k) = /jo day ((zy)e” "0, (12¢)
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Fig. 4. Examples of two rough profiles both with Gaussian height distributions and with an rms-value
0 = 30nm. The power spectrum is of (a) the Gaussian type, with @ = 100nm, and (b) the West-
O’Donnell type, with k_ = 0.82(w/c) and ky = 1.97(w/c) with A = 632.8nm (w/c = 27/X). With
these parameters, the rms-slope and distance between consecutive peaks and valleys are respectively
s = 0.424 and (D) = 128.3nm for the Gaussian power spectrum, and s = 0.427 and (D) = 201.1nm in
case of the West-O’Donnell power spectrum. Note that there are different scales on the first and second
axes, with the result that the profiles appear much rougher than they are in reality. The two surface
profiles where generated from the same underlying uncorrelated random numbers.

The Fourier transform of the surface profile function, ((k), also constitutes a zero-mean
Gaussian random process with statistical properties [64]

(Cry) =0, (13a)

(CRICH) ) = 2mo(k + K%, (13b)

where §(-) denotes the Dirac delta function.

2.1.2 Non-Gaussian Random Surfaces

Naturally occurring surfaces can often show more complicated height distributions than the
Gaussian [29]. To fully characterize such surfaces are quite difficult and probably explains why
they have received less attention in the literature then they probably deserve. The main problem
is that in order to characterize them statistically, moments of in principle infinite order have
to be known. These moments are not, as for Gaussian surfaces, related to moments of lower
order in a trivial way since the characteristic function is in general not known for non-Gaussian
surfaces. We do not intend here to discuss non-Gaussian random surfaces in any detail, since
we will not focus on them later. However, we would like to mention that as long as this kind of
surfaces can be generated numerically, the scattering problem for non-Gaussian surfaces are not
hard to handle by numerical simulations [36-38,66—68]. On the other hand, small amplitude
perturbation theory, say, can not be utilized in its standard form to non-Gaussian surfaces.
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2.2 Self-affine surfaces

It has been known for quite some time that self-affine surfaces are abundant in nature. They
can be found in various areas of natural science such as surface growth [69-71], fractured sur-
faces [72], geological structures [73,74], metallurgy [75], and biological systems [76] to mention
a few.

A surface, 3 = ((z1), is self-affine, according to its definition, between the scales £_ and
&4, if it remains (either exactly or statistically) invariant in this region under transformations
of the form

x1 — Az, (14a)

¢ — Af¢, (14b)

for all positive real numbers A. Here H denotes the roughness exponent, also known as the Hurst
exponent, and it characterizes this invariance. It is usually found in the range from zero to one
(0 < H < 1). When H = 1/2 the surface is an example of the famous random (Brownian)
walk where the surface increments are uncorrected. However, if H # 1/2 the increments are
correlated; for H > 1/2 the profile is said to be persistent (correlated), and for H < 1/2 it is
anti-persistent (anti-correlated). The reason for this naming is that if the self-affine “walker”
when moving from the previous to the present space step went up, say, it is more likely that it
will go up (down) in the next one if H > 1/2 (H < 1/2). Over the years numerous methods
have been developed for measuring the Hurst exponent from experimental topography
data [71,77-79].
The scaling relation 14 is often put in the more compact, but equivalent form

(z1) ~ AT ¢(Amy), (15)

where it has been assumed that ¢(0) = 0 and where ~ is used to indicate statistical equality.
This relation says that if we take the original profile 3 = ((z1), enlarge (or contract) the
lateral direction by rescaling x; into Az, and simultaneously scaling ¢ to A~H ¢, the profile
¢(x1) and its rescaled version A~H((Az;) should be indistinguishable. Of course, this holds
true in an exact sense only for deterministic surfaces. In the statistical case, however, it is
the statistical properties of the profile and its rescaled version that are indistinguishable. In
Figs. 5 we presents some examples of self-affine surfaces of Hurst exponent H = 0.3 (Fig. 5(a)),
H = 0.5 (Fig. 5(b)), and H = 0.7 (Fig. 5(c)). As can be seen from these figures the landscape
becomes more “calm” the larger the Hurst exponent becomes.

The scaling relation Eq. (15) does not fully specify the self-affine surface. In particular no
information is contained in Eq. (15) about the amplitude of the surface. Such information is
provided by the length scale, £, known as the topothesy. This length scale is define as the length,
measured along the x;-direction, over which the rms of the height-difference between two points
separated by £ is just £. To make this even more clear, let us introduce

2

o(Ae1) = ({¢lar + Az) = C@)}’)” (16)

z1

as the rms-value of the height-difference measured over a window of size Axz;. With this defin-
ition the topothesy is defined as the length scale for which

o(f) = . (17)
From Eq. (16) it follows immediately that o(z1) ~ ¥, so that with Eq. (17) we get
o (Azy) = HAZH, (18)

Notice that Eq. (17) allows for a geometrical interpretation of the topothesy as the length scale
over which the profile has a mean slope of 45 degrees. The smaller ¢, the flatter the profile
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Fig. 5. Examples of self-affine profiles. The Hurst exponents are (a) H = 0.3; (b) H = 0.5; and
(c) H = 0.7, where for all cases the topothesy is £ = 107 A with A an arbitrary length scale (notice
the difference in amplitude for the three cases). The surfaces were generated by the Fourier filtering
method from the same uncorrelated Gaussian distributed number. Notice how the rms-height of the
surface as measured over its total length increases as we increase the Hurst exponent. This is in
agreement with Eq. (18).

appears on a macroscopic scale. It should be stressed that in spite of the geometrical inter-
pretation of ¢, there is nothing a priori that restricts the topothesy to length scales where the
self-affinity can be found. However, for the surfaces usually considered in scattering problems,
we rather expect that £ < £_. When £_ < £ < &, the topothesy makes the transition between
the scales, below ¢, for which a fractal dimension D = 2 — H can be measured using e.g. the box
counting method [71,77,80,81] and the scales, above ¢, for which this dimension is just unity.
For length scales - < Az < { the fractal dimension is therefore nontrivial (read different from
one) and we have an example of a self-affine fractal [71,77,80,81]. It should be noticed that the
fractal property of the self-affine surface crucially depends on which length scale the surface is
being observed. This essential point seems often to be overlooked in the literature where one
too often treat self-affine surfaces as they were fractals [77,81] at any length scale.

Even if the self-affine correlations of the profile is fully characterized by its Hurst exponent
H, its topothesy parameter ¢ and the bounds of the self-affine regime £_ and &, nothing is
said about its height-distribution. It is therefore not uncommon to talk about for example a
Gaussian self-affine surfaces meaning that the surface correlation is of the self-affine type, while
the distribution of heights is Gaussian. Thus by specifying the self-affine parameters, i.e. H, ¢,
and &4, in addition to the parameters needed in order to characterize the height-distribution,
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the surface is completely specified. Under the assumption that the surface has Gaussian height
distribution it can be shown that the probability, p(¢;z1) for finding height ¢ at position
given that ¢(0) = 0, can be written as [71]

1 1 ¢ 2
p(Gz1) = mexp ) (WJ) : (19)

However, independent of the height-distribute being Gaussian or not, p({;x;) should satisfy
the following scaling relation [71,77]

p(Cx1) = AHP(AHC;A!El% (20)

which can be derived from the scaling relation Eq. (14).

In fact, the scaling relation 14, or the equivalent form given in Eq. (15), are extremely
powerful and can be used to derive many, if not most, of the properties of a self-affine surface.
To show an explicit example of this, we would like to derive the scaling relation of the power
spectrum of the surface. This scaling relation is the most popular one to use both for generating
self-affine surfaces as well as to measure the Hurst exponents (see also Refs. [78,79] for other
methods for measuring Hurst exponents). For a surface, (x1), of length, Ly, the power spectrum
is according to the WienerKhinchin theorem defined as

1 [

gl = 1 [ dmr e (Gl + 0)0(0),, (21)

where (((y1 +21)((y1)),, is the (two-point) correlation function. By taking advantage of the
scaling relations 14 and 15, one finds

ALy

Hence, one obtains from Eq. (22) that

o ([]) =22 . (23)

so that the power spectrum itself has to scale like
g (k) ~ &2 (24)

For more details about self-affine surfaces and their properties the reader is referred to the
literature [71,77,81].

2.3 Numerical generation of randomly rough surfaces

We have just described how to statistically characterize randomly rough surfaces. In analytical
work, this is all what we need. However in a numerical Monte Carlo simulation approaches to
be presented in Sec. 4.10, individual surface, called realizations, have to be generated so that
they possess the right statistical properties. The question therefore is: How can we do this? We
do not intend to give a detailed discussion of this here, but will only sketch how it can be done.

As long as the power spectrum of the surface is known, an efficient way of generating
the surface is by using the so-called Fourier filtering method [71,77]. This method essentially
consists of two main steps. First, uncorrelated random numbers of the type wanted for the height
distribution fynction of the surface are generated in real space and thereafter transformed to
Fourier space. Second, these numbers are filtered by the square root of the power spectrum
g(|k]), and the result transform back to real space by an inverse Fourier transform. After
these steps the resulting surface will have the desired height distribution and (height-height)
correlation function. It was in this way that the surfaces shown in Figs. 4 and 5 were generated.
For additional details the reader is advised to consult Refs. [38,64,66,71,77].
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3 Elements of electromagnetic theory

The present review concerns itself mainly with rough surfaces and the scattering of electro-
magnetic wave from such. In this section, we therefore review some of the basic results of
electromagnetic theory, including surface plasmon polaritons (SPPs) [39,43,44,82,83] that are
important for the understanding of scattering from weakly randomly rough metal surfaces. The
present section also serves to define our notation that will be use extensively in the following
sections. The style of this section is kept quite brief, since all the material should be well known.
More detailed treatments can be found, for instance, in some of the many excellent and classic
texts on electrodynamics [1-7].

3.1 Maxwell’s equations and the constitutive equations
3.1.1 Maxwell’s equations

The Maxwell’s equations — put forward in 1861 by the Scottish physicist James Clerk Maxwell
— unified, in one magnificent theory, all electric and magnetic phenomena. They are the fun-
damental equations of electromagnetism, in the same way that Newton’s law is to classical
mechanics. In fact, the Maxwell’s equations are in a way even more fundamental since they are
even consistent with the theory of special relativity that Einstein developed years later. For
all these reasons, the Maxwell’s equations are among one of the greatest triumphs of natural
science and the human mind.

Strictly speaking the equations as put forward by Maxwell only apply to point charges in
vacuum. A dielectric, for example, consists of a very huge number of point charges. To deal with
them all individually is an impossible task, and it is therefore practical to introduce effective
fields, D and H, in order to represent their collective behavior. This dielectric approach to elec-
tromagnetism represents great simplifications. It is based on the following two assumptions [1]:
(@) the response of the background medium is dipole-like as well as linear in the applied fields,
and (#7) the medium is (close-to) homogeneous throughout the region of interest. The first as-
sumption obviously breaks down if the fields become too strong while the latter breaks down
on short length scales. Hence the resulting effective field theory, or effective Maxwell theory as
we might call it, should be treated as a long-wavelength approximation to electromagnetism for
weak fields. In most practical situations the above approximations are fortunately well satisfied,
and in particular, they are valid for the type of scattering system that we will be considering.

In the SI-system of units, the (effective) Maxwell’s equations take on the following form
[1-11,43]

VD =p, (25a)
V-B =0, (25b)
0B
VXE—7§7 (25C)
VxH:J—F%—]t). (25d)

Here E and H denote the electric and magnetic field vectors, respectively. These field vectors
make together up what is known as the electromagnetic field. The field quantities D and B,
known as the electrical displacement and the magnetic induction (or magnetic flux density),
respectively, are included in order to describe the effect of the electromagnetic field on matter.
Finally, p and J denote the charge density and the (charge) current density, respectively. Those
two latter quantities act like sources for the electromagnetic field, E and H, and they fulfill the
continuity relation

ap B
E—FV.J_O' (26)

The various quantities appearing in the Maxwell’s equations, and related formulae, are sum-
marized in Table 1 where also their SI-units are given.
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Table 1. Summary of the quantities contained in Maxwell’s equations, as well as their SI-units.

Quantity  SI-unit  Name

E V/m Electric field

H A/m Magnetic field

D C/m? Electric displacement
B Wb/m?  Magnetic induction
p C/m? Charge density

J A/m? Current density

3.1.2 Constitutive equations

The Maxwell’s equations (25) consist of eight scalar equations. However, the field vectors, E, H,
D, and B, represent in total 12 (scalar) variables, 3 for each of the 4 vectors. Thus, obviously,
the Maxwell’s equations alone do not uniquely specify a solution. Therefore, in order to obtain
a unique solution to the Maxwell’s equations, they are supplemented by so-called constitutive
relations also known as material equations. In their most general form, these relations are
complicated, and may show non-linear dependence on the field vectors E and H (i.e. non-linear
electromagnetic theory) [84-86].

Here we will mostly be concerned with linear electromagnetic theory and only briefly touch
upon the fascinating field of non-linear optics [1-11,43] (one exception is the non-linear phe-
nomenon to be discussed in Sec. 5.5.1). The linear constitutive relations read [1-11,43]

D = &,¢E, (27a)

B = popH, (27b)

where the constants €, and u, are the vacuum permittivity and vacuum permeability, respec-
tively.® In the SI-system they are given the following values

1
Co= L ¥ 88X 107" F/m, (282)
fio = 47 x 1077 H/m, (250)

where ¢ (= 1/,/€ci5) denotes the speed of light in free space (¢ = 299,792,458 m/s). Moreover,
€ and p are dimensionless constitutive parameters which are tensors of 2nd order and known
as the relative permittivity tensor (dielectric function) and the relative permeability tensor,
respectively. However, for isotropic and homogeneous media these tensors reduce to scalars. We
stress that even if it was not said explicitly, the constitutive relations, Eqgs. (27), are assumed
to be satisfied in Fourier space. In real space, Egs. (27), should therefore be interpreted as
convolutions. Equivalently, Eqgs. (27) can be written as [1-11,43]

D=¢E+P, (29a)

B = puoH + oM, (29b)

where P and M are the (electric) polarization and magnetization (magnetic polarization),
respectively.

3 Here we have followed Kong [4] and used the somewhat unconventional notation where a circle (o)
is used as the subscripts in £, and p., instead of the more conventional zero (0). This is done in order
to not confuse £, with the relative permeability for medium zero that we later will denote by eg.
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3.2 Electromagnetic wave equation

Probably the two most important consequences of the Maxwell’s equations are the wave equa-
tions and the existence of solutions to these which are known as electromagnetic waves due to
the wave-like nature. In this section, we derive the wave equations in a material medium. For
simplicity, and since it is the most relevant case for this review, we will limit ourselves to a
region of space which is source free and isotropic.

The derivation of the wave equations for the E-field in a source-free region (i.e. p = 0 and
J = 0), is achieved by eliminating the H-field from the Maxwell’s equations. This is done by
taking the curl of Eq. (25c¢), substituting Eq. (25d), and taking advantage of the constitutive
relations 27. The result is (for a non-dispersive medium)

ep O°E
VX(VXE)+02 BT =0. (30)
By applying the vector identity Vx (Vx A) = V(V-A)—V2A to Eq. (30) and taking advantage
of Eq. (25a) we obtain the well-known standard (space-time) wave equation for the electrical
field in a source-free, homogeneous, isotropic and non-dispersive medium
9 en O°E
V“E I 0. (31)
In a similar way one can obtain a wave equation for the magnetic field by eliminating the
electric field from the Maxwell’s equations.

It should be noted that not every solution to the wave equation is also a solution to the
Maxwell’s equations. A solution to the wave equation must in addition satisfy Gauss’s law,
V-E =k -E =0 in order to also be a solution of Maxwell’s equations*. As the reader readily
may check, the wave equation has a plane wave solution (Eq is a constant vector)

E = Ej exp(ik - x — iwt),

if, and only if, the following dispersion relation is satisfied

> (32)

2
k" =en =

where k and w are the wave vector and the angular frequency associated with the plane wave.

When later considering the scattering from a surface located in, say, the x;xo-plane, it will
be advantages to decompose the wave vector in a component parallel (k) and perpendicular
(k1) to this plane, so that |k|? = kﬁ + k% . Inserting this into the dispersion relation, Eq. (32),

one arrives at )

w
ki =Ep 072 - kﬁa (33)

which always has to be satisfied. If k| is allowed to vary freely along the real axis, the per-
pendicular component of the wave vector has to be considered a function of k| and w; that
is, k1 = k1 (k|,w). For instance, in vacuum, where ey = 1, it follows from Eq. (33) that the
perpendicular component of the wave vector becomes purely imaginary whenever |k > w/c,
so the plane wave is exponentially decaying in the zs-direction, i.e. an evanescent wave. On the
other hand, when |k| < w/c the plane wave is propagating since now & is real.

3.3 Boundary conditions

In Sec. 3.1 we introduced the Maxwell’s equations and the constitutive relations. These equa-
tions can be solved for the field vectors in a region of space containing no boundaries. However,

* One concrete example of this is provided by E = %3 Eo cos(kxzs—wt) that satisfies the wave-equation,
but not V - E = 0. It must therefore be discarded as a solution of the Maxwell’s equations.
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n +

Fig. 6. A sketch of an interface separating two dielectric media. Also the normal vector to the surface,
n, is indicated (see Eq. (38b)).

no real medium is infinite, i.e. without boundaries. For practical applications of the electromag-
netic theory it is therefore important to know how to treat the boundaries between two media
of different electromagnetic properties. It is this question that we will address in this section.

Let us consider the geometry of Figure 6. It shows an arbitrary interface separating the
otherwise homogeneous, isotropic and linear media labeled +. We have also introduced a normal
vector for the interface, n, which is directed into medium +. The question we now address is:
How are the electromagnetic field vectors for the two media in the immediate vicinity of the
interface related to each other? The answer to this question should be well-known and can be
found in nearly any book on electromagnetic theory [1-11]. The results, for which the derivation
will not be repeated here, are

f-(B_—B,)=0, (34a)
n-(D_—-D,)=ps, (34b)
fx(B.—E,)=0, (34c)
Ax (H_-H)=1J,, (34d)

where the vector subscripts, +, are referring to the medium where the field vectors are evalu-
ated. In Eqgs. (34) ps and J4 denote the surface charge density and the surface current density
respectively, while the other quantities have been defined previously. In many areas of optics
one deals with situations where the surface charge density and the surface current density are
zero. Under such circumstances the component of B and D that are normal to the surface are
continuous, while the vectors E and H have continuous tangential components.

It should be stressed that in arriving at the results 34, it has been assumed that the elec-
tromagnetic properties take on their bulk values all the way to the surface. This is obviously
not true, but is a good approximation whenever the mean field theory applies.

3.3.1 Boundary condition at a general one-dimensional surface

Most of this review will concern itself with randomly rough surfaces that are effectively one-
dimensional, i.e. the surface profile function 3 = {(x1,x2) has a non-trivial dependence only on
x1, say, and does not depend explicitly on xs. In this case the boundary conditions 34 simplifies
as we now will see.

Let us start by assuming, without loss of generality, that the plane of incidence is the
r1r3-plane and that the incident light is either p- or s-polarized. In such case, there is only
one non-trivial field component needed in order to fully describe the electromagnetic field. For
p-polarization this component is Hs, while for s-polarization it is F5. Thus the primary field
for a one-dimensional interface problem can be written as®

H2(£17I3|w)a V=D,

D, (21, 23w) = { (35)

Es(x1,z3|w), v=s,

® Note that written in this form, the physical dimension of the primary field, ®, (z1, x3|w), depends
on polarization as indicated by the subscript v.
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where a harmonic time-dependence, exp(—iwt), has been assumed, but suppressed. This form
for the primary field will be used frequently throughout this review. Notice the fact that the
primary field can be fully described by a single vector component. This represents a dramatic
simplification of the problem since it is reduced from a vector to a scalar problem.

When @, (21, 23|w) is known, the remaining components of the electromagnetic field can be
calculated from the Maxwell’s equations. These components are given for p-polarization as

i 0
E = " H
1(z1, z3|w) weoe () O 2(71, 23|w), (36a)
Es(zq,z3w) = #iH (1, z3|w) (36b)
3\4L1, 43 - WEOE(UJ) 81‘1 2 41,43 )
and for s-polarization they take the form
i 0
Hi(z1,23|w) = By (21, 73|w), (37a)

witopt(w) O3
i

_maimlEz(l‘l,mﬂw). (37b>

Hs(x1,23|w) =
In the above equations, €(w) and p(w) denoted the frequency dependent dielectric function and
the magnetic permeability, respectively, of the medium where the fields are being evaluated.
The relations (36) and (37) are easily derived by using the two curl-equations contained in the
Maxwell’s equations, Egs. (25¢) and (25d), together with the constitutive relations, Eqgs. (27).
Let us now try to focus on the boundary conditions that the primary field ®,(x1,z3|w)
will be subjected to. By construction ®,(z1,z3|w) is a field component that is tangential to
the surface independent of polarization. Therefore, it follows immediately from Eqgs. (34a) and
(34d) (ps = Js = 0) that
(38a)

o) (1, w3lw)] o, (21, z3lw)]

@s=C(z1) z3=((z1)’

where ((z1) denotes the interface separating the two materials of different dielectric properties.
In order to satisfy the remaining boundary conditions expressed in Egs. (34), we notice that
for p- and s-polarization, respectively, we have

AxH=%) — 8,0,
Wioft(w)

where 0,, denotes the normal derivative to the surface and X5 is a unit vector in the positive
xo-direction. If the one-dimensional interface can be represented as x3 = ((z1), where (1) is
a single-valued function of x; the normal derivative becomes

 —C(@2)0e, + 0,

O =10V
L4 (¢'(21))?

)

where 0,, = 9/0z; and

¢'(z1)%X1 + X3
V1+ (@)
Here %x; are the standard unit vectors of the underlying Cartesian coordinate system. Hence,
the remaining boundary conditions can be expressed as

1 1
K};f(u}) 333:C($1) B H;(w)

(38b)

n

0@ (21, x3|w)| On®, (21, :c3|w)| (38¢)

z3=((z1)’
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+

where &,

(w) are defined as

Ky (W) {Ei(w)’ vep (38d)

:U/:I:(w)a v=s

Equations (38) express the final results for the boundary conditions to be satisfied by the
primary field ®,(z1,23]w) on a one-dimensional interface x3 = ((z1).

3.4 Surface plasmon polaritons

In subsequent sections, we will see that so-called surface plasmon polaritons (SPPs) will play
an important role for the rough surface scattering problem. We will therefore in this section
define and discuss some of their characteristic properties [33,39,43,44,82,83].

Before starting our discussion, we have to know what a polariton is: According to its classical
definition a polariton is defined to be an elementary electromagnetic wave, and therefore a solu-
tion of the Maxwell’s equations, that may couple to one of several possible excitations possible
in a condensed medium. Examples of such excitations are plasmons, phonons, mognons etc.,
and in such cases one talks of plasmon polaritons, phonon polaritons and magnon polaritons.
With the notion of polariton established, one might definition an SPP as follows: A surface
plasmon polariton is a plasmon polariton where the associated electromagnetic field is confined
to the surface separating two dielectric media.

3.4.1 SPPs on a plan surface geometry

To see under what conditions SPPs might exist, and to discuss some of their properties, we will
consider a planar interface separating two isotropic and homogeneous media [39,43,44,82,83].
For simplicity, the coordinate system will be chosen so that the interface is located at xz3 =
0. The materials above (z3 > 0) and below (z3 < 0) this surface will be characterized by
frequency dependent dielectric functions e (w) and e_(w), respectively. For simplicity we will
assume that the imaginary parts of the dielectric functions can be neglected. However, this
assumption is not essential, and the conclusion that we will arrive at is independent of this
assumption. Furthermore, we will assume either p- or s-polarized incident light. Hence, the
scalar wave equation might be used. A more complete discussion using vector fields can be
found in Refs. [39,82,83].

According to the definition of SPP [39,43,44,82,83], we are interested in solutions to the
Maxwell’s equations, equivalent in our case to the scalar wave equation, that are wave-like
parallel to the surface z3 = 0 and that decays exponentially with increasing distance from the
surface into each of the two media. Such a solution can be represented mathematically as [39]

D (21, x3|w) = AL eFA @) giker v=p,s, (39)

where A represent the amplitudes (to be determined). The decay constants 3+ (w) are defined
as

B ) = /12— ex) %, (10)

and they must be real and positive for Eq. (39) to describe an electromagnetic wave localized
to the surfaceS. To investigate if Eq. (39) is an acceptable solution for our scattering system,
we have to impose the boundary conditions, given in Egs. (38), for the two polarizations. By
utilizing the continuity of the fields on the flat surface, Eq. (38a), one finds that

Aj :A; = Al/7

5 If we had allowed the dielectric functions of the problem to be complex with Ime+(w) > 0, we
would have to require that Re 3+ (w) > 0.
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for all locations along the surface. Moreover, the normal derivative condition, Eq. (38c), gives
the following condition for the existence of SPPs on a flat surface (9,, = 9,)

) 2] (a)

P (%) B ()

where we recall the definitions of k" (w) from Eq. (38d). The most immediate consequence of
this relation is that for s-polarization, since kI (w) = 1 (for non-magnetic materials) and B+ (w)
are assumed to be real and positive, the only solution to Eq. (41) is A = 0. Thus, a s-polarized
surface plasmon polariton (surface wave) cannot exist.

However, for p-polarized light, where s (w) = e4(w), a non-trivial solutions might exist

P
when (A, # 0)

ey(w) _ Bi(w)
@A) (42)

Equation (42) is the dispersion relation for SPPs on a flat interface (if they exist). For this
relation to be satisfied, the dielectric functions of the two media involved, have to have different
signs due to the presence of the negative sign on the right-hand-side of Eq. (42) and that Sy (w)
both are (assumed to be) positive. Only such combination of materials will support SPPs. An
important example of such a system at optical frequencies, is a metal with a planar interface
to vacuum.

By squaring both sides of Eq. (42) and taking advantage of Eq. (40), the dispersion relation
can be expressed as [39]

er(w)e_(w) w

kspp(w) = @ te (e (43)

This equation gives an explicit expression for the wavenumber of the surface plasmon polariton.
However, this formulae should be used with some care since it may, from the way it is derived
from Eq. (42), introduce some spurious solutions. The additional and sufficient requirement
that have to be satisfied is that B4 (w) are positive while the two dielectric functions, e (w),
have different sign.

We also note that the 1/e decay length of an SPP propagating along a surface is given in
terms of the imaginary part of its wavenumber as

1

‘gspp(w) = 21m kspp(w) .

(44)

3.4.2 SPPs at a planar free electron metal surface

As an illustration let us consider a free electron metal with a planar interface to vacuum. For
such a metal the dielectric function is known to be [87,88]

w2
e_(w) = exo(w) (1 — p) , (45)

w?

and for vacuum one has ¢4 (w) = 1. In the above equation e, (w) is the background dielectric
constant of the material while wj, is the electronic plasma frequency. With Eq. (45) the frequency
of the SPP can be shown to be

[N

2.2 c 2
wepp (k)= % (asI:o(w) (1+e(w)) + wf)) - ;\/<€]:02(Z) (14 ee(w)) + w%) — 4k2c2w?
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Fig. 7. Dispersion relation curve, Eq. (46), for a surface plasmon polariton (solid line) at a flat interface
between a simple metal and vacuum (assuming e (w) = 1). The dash-dotted line represents the light
line w = kc, while the dashed line is the large momentum asymptotic limit, ws, = wy/v/2, of the SPP
dispersion curve (see Eq. (47)).

It should be noticed from this equation that

ke, k—0,
wspp (k) = Eoo(W) . (47)
————wy, k — o0,
Eoo(w) +1

This means that in the small wave vector limit the SPP is photon-like, while in the large
wave vector limit it is plasmon-like. In Fig. 7 the dispersion relation, Eq. (46), for a free electron
metal is depicted. In this figure we have also included the light-line (dash-dotted line) w = ke,
as well as the large wave vector limit (dashed line) of wyp, (k).

From Fig. 7 we see that the dispersion curve for the SPP lies entirely to the right of the light-
line, w = kc. The physical consequence of this is that there is no coupling between the surface
plasmon polariton and light in vacuum for a flat vacuum-metal interface. Or put another way,
light incident onto a planar vacuum-metal interface cannot excite surface plasmon polaritons.
Later, however, we will see that if the surface is rough such coupling is possible (and other ways
are outlined in Ref. [39]). This will give rise to many new and interesting multiple-scattering
effects, as we discuss in some detail in Sec. 5.

4 Quantities and techniques used in the study of rough surface scattering

The intention of the present section is to introduce some of the quantities and techniques, both
analytical and numerical, used in the study of wave scattering from randomly rough surfaces.
In the first part of this section, we address some general properties of the scattering problem,
while the second part is devoted to some of the central theoretical approaches used in solving
it. In this section the outlined theories will not be applied to specific scattering problem, since
this will partly be the focus of the following section.
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Fig. 8. The main scattering geometry used throughout this section for the wave scattering from a rough
surface defined by z3 = ((z1). The region above the surface, zs > ((z1), is assumed to be vacuum
(e4+(w) = eo(w) = 1), while the medium below the surface is a metal or dielectric and characterized
by a frequency-dependent dielectric function e_(w) = e(w). Notice for what directions the angles of
incident, 0y; scattering, 05; and transmission, 6, are defined positive. Moreover, an angle of transmission
is only well-defined if the lower medium is transparent, i.e. if Ree(w) > 0 (and Ime(w) =~ 0).

4.1 Scattering geometry

The scattering geometry that we will mainly concern ourselves with in this section is depicted
in Fig. 8. It consists of vacuum (e4(w) = g9(w) = 1) in the region x5 > ((x1), and a metal or
dielectric characterized by an isotropic, frequency-dependent, dielectric function e_(w) = e(w),
in the region x3 < ((z1). Here {(x1) denotes the surface profile function and it is assumed to be
a single-valued function of x; that is differentiable as many times as is necessary. Furthermore,
it constitutes a zero mean, stationary, Gaussian random process which we from Sec. 2.1 recall

is defined by
(¢(z1)) =0, (48a)

(Clz1)¢(ah)) = °W (Jz1 — ai)). (48b)
Here W (|x1|) denotes the auto-correlation function and it will be specified later.
The incident wave will be either p- or s-polarized and the plane of incidence is assumed to
be the x1x3-plane. Furthermore, the angle of incidence, reflection, and transmission, 6, 6., and
0:, respectively, are measured positive according to the convention given in Fig. 8.

4.2 Scattered field

From Sec. 3 we recall that in order to solve the scattering problem, we have to solve the
Helmholtz equation and satisfy the boundary conditions at the rough interface x3 = ((z1),
Egs. (38), as well as at infinity. In the present section, we will give the form of the far fields
that automatically satisfy the Helmholtz equation and the boundary conditions at infinity. We
will discuss separately the case where the incident field is a plane wave and a finite sized beam.

However, before we do so, we recall that for the scattering geometry depicted in Fig. 8, the
Maxwell’s equations are equivalent to the scalar Helmholtz equation for the field @, (z1, z3|w)
defined by Eq. (35), i.e.

HQ(I1,$3|W), V=Dp,

D, (21, x3|w) = { . (49)

EQ(QL']_,lUg',W), v=s,

It is the asymptotic, far-field behavior of ®,(x1, z3|w) that we are trying to determine.



22 The European Physical Journal Special Topics

4.2.1 Plane incident wave

Let us first consider the situation where the incident field is an either p- or s-polarized plane
wave that can be written in the form”

DY (1, wslw) = ek i), (50)

where k denotes the lateral component of the wave vector and ag(k,w) its perpendicular com-

ponent defined as®
[ w? 2 w
2 T q-, |q‘ < ¢

{ q2_%22’ |q‘ >

ao(q,w) = a+(q7w) = (51)

olg

Note, that the plane wave, Eq. (50), is propagating downward (in the direction of negative z3)
due to the negative sign of the last term in the argument to the exponential function. If this
sign instead had been positive, the plane wave would have been propagating upward.

In passing, we make a comment on the customary notation used in writing Egs. (50) and (51),
since it might be a bit confusing at first. In Sec. 3.2 the parallel and perpendicular components of
the wave vector, k, were called, kj and k_, respectively. The notation introduced in Egs. (50)
and (51), and that will be used extensively throughout this review, is so that k; = &k and
k1 = ap(k,w) where the definition of ag(k,w) follows from Eq. (33) (in vacuum). The reader
should be aware, something that is an unfortunate side effect of this notation, that k is not the
same as |k|. Instead one has that |[k|? = k? + a3 (k,w).

With Eq. (50) the form of the field in region z3 > max((x;) that satisfied both the
Helmholtz equation and the boundary condition at infinity (z3 = o0) can be written as

T dg

o V(q|k)eiqwl-f—iom(q,o.;)azg7 (523.)

f (21, 23|lw) = © (21, 23]w) +/

— 00

where the second term corresponds to the scattered field and R, (¢q|k) are unknown scattering
(or reflection) amplitudes (from lateral wave numbers k to g) to be determined. Note that for
the scattered field, the integration over the lateral component of the scattered wave vector, g,
extends over the whole real axis so that both propagating and evanescent contributions are
included for the scattered field(c.f. Sec. 3.2).

Similarly, a solution of the Helmholtz equation in the region x3 < min {(z1) that satisfy the
boundary condition at x3 = —o0 is

o0

d o
@ (o gl = [ LT lRyer e, (52b)

— 00
where T, (q|k) denotes the transmission amplitude and the perpendicular component of the
transmitted wave vector is defined as where (¢_(w) = e(w))

a(q,w) =a_(qw) = (\/e(w)—5 — ¢, Rea,Ima > 0. (53)
c
Notice that these asymptotic expressions do note determine the field in the surface region
min¢(z1) < z3 < max((z1). This and its consequence, will be discussed in more detail in
Sec. 4.5 when we derive the so-called reduced Rayleigh equation.

" It should be noted that in writing Eq. (50) we have suppressed a non-dimension-less constant
amplitude in order to simplifying the following mathematical expressions (see e.g. Ref. [89]). However,
the expressions for the physical observable to be discussed later in this section are independent of this
choice since such amplitudes cancel in these expressions.

8 We will use the notation ag(g,w) instead of a1 (g, w) in order to follow the notation frequently used
in the literature.
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4.2.2 Finite width incident wave

If the incident field is not a plane wave, but instead has a finite width, then the above expressions
will have to be changed somewhat. In this case the incident field can be written as

w

‘I’iunc(ﬁl,x?)W) Z/C %F

_w 21
c

(k)eika1—iao(kw)rs (54a)

i.e. as a weighted sum of plane waves. Here F'(k) is in principle an arbitrary function for which
the integral exits. Due to the linearity of the Maxwell’s equations, the scattered field becomes

B onaak) = [ SLR, (gl rientns (54b)
where .
< dk
Riaw)= [ RADF®) (540)

The total field in the region z3 > max ((z1) is @} (21, v3|w) = ®I"¢(21, ¥3|w) + P (21, T3|W).
In a similar way the field in the region z3 < min {(z1) can be written as

 d , )
@;(1'17 Z‘B‘M) = / a9 Ty(q’ w)ezqm—wz(q,w)m37 (55)

o0 2T

where T, (g,w) is given by an expression similar to Eq. (54c).

In order to fully define the asymptotic forms of the field, the envelope F'(k) has to be given.
Here we will only consider so-called Gaussian finite beams. Such beams are obtained if F'(k)
has the Gaussian form. If the half-width of the incident beam is denoted by w, the Gaussian
envelope F(k) can be written as [66]

2,2 2
F (k) wow 1 D [_w w <au"csinlzjc — 00> ] . (56)

B 27 ¢ ap(k,w) ¢ 4c?

4.3 Mean differential reflection coefficient

In the previous section, we obtained the asymptotic forms of the scattered and transmitted
fields. These fields are known whenever the scattering and transmission amplitudes, R, (g|k)
and T, (qlk), are known. We will later in this section describe methods for how to determine
these amplitudes.

However, these two amplitudes are not directly accessible in experiments. Since our ultimate
goal is to compare the theoretical predictions to those of experimental measurements, one has to
relate these amplitudes to measurable quantities. Such quantities are provided by, for instance,
the so-called mean differential reflection and transmission coeflicients [38,66]. These are not
the only experimentally accessible quantities possible. However, other such quantities must
necessarily be related to the reflection or transmission amplitudes, since they fully specify the
scattering and transmission problem.

The mean differential reflection coefficient? is defined as the fraction of the total incident
power scattered, by the randomly rough surface, into an angular interval of width df; about

9 If the surface is two-dimensional, as will be assumed in Sec. 5.6, one has to consider scattering into
solid angle df2, around the scattering direction (65, ¢) instead of into the angular interval df, around
the scattering angle 6, as is the case if the surface is one-dimensional. Furthermore, one also has to
take into account that depolarization may occur in scattering from two-dimensional surfaces. Hence
the mean differential reflection and transmission coefficients in the 2D-case have polarization indices
referring to the polarization of the incident and scattered light respectively. See Sec. 5.6 for additional
details.
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the scattering angle 6. Thus, in order to obtain an expression for this quantity one has to find
an expression for the power incident onto the rough surface and the power scattered from it.
We recall that the total power contained in an electromagnetic wave of electric and magnetic
field vectors E and H, respectively, is given by the real part of the complex Poynting vector
S = E x H*, where the asterisk denotes complex conjugate. More useful to us is the time-
averaged of this (complex) quantity that is given by [1,2,4-6,9]

(), = s ExH, (57)

where (-), indicates time average. Hence the time-averaged power incident on the rough surface,
and scattered from it, are given by the real part of the 3-component of (S),, evaluated for the
fields involved. The corresponding time-averaged total energy flux therefore becomes'®

P = /d.’[ld.’EQ Re <S3>t = Lg/dml Re <Sg>t. (58)

In writing the above equation we have taken advantage of the fact that for a one-dimensional
rough surface with its generator along the z;-direction (as we consider here), the xo-integration
becomes trivial and only contributes with a factor L, the length of the surface in the
To-direction.

4.3.1 Plane incident wave
We recall that if the incident wave is a plane wave of the form given in Eq. (50), then the

scattered field is given by the second term of Eq. (52a). The incident and scattered power thus
become

L1Lsy &2
Pine = 12 - ;ao(kz,w), (59)
and
. L2 C2 O dq 2
Psc*?; ,g%ao(q’w)‘RV(q‘k” ’
~ [ do.pt00), (590)
where

L
psc(es) = T;w cos® 05 |Ru(qui:)|2 . (59C)

Hence, the differential reflection coefficient, according to its definition, is given by the following
expression
OR, Pse(0s) 1 w cos?é,
80,  Pun.  Lp2mc cosby
Here it is to be understood that the lateral wave numbers k£ and ¢ are related to the angles 6,
and 0, according to

R, (alk)]*.

k=" sin,, (60a)
&

q= % sin 6. (60b)

Notice that OR, /06, includes the contribution from only one single realization of the rough
surface. However, we are more interested in the mean of this quantity obtained by making an

10 Recall that the coordinate system is chosen so that the xjzp-plane coincides with the average
(planar) surface, and thet the incident plane is the x1z3-plane.
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average over an ensemble of realizations of the rough surface profile. In consequence we obtain
the following expression for the mean differential reflection coefficient (DRC)

() = ol (IRl F). (61)

- E% cos by

When light is scattered from a randomly rough surface both coherent (specular) and incoher-
ent (diffuse) scattering processes will normally occur. The scattered power due to both these
processes are contained in Eq. (61). In theoretical studies of wave scattering from rough sur-
faces it has proven useful to separate these two contributions even though such separation is not
possible under experimental conditions. The separation is done by noticing that (|R, (q|k)|*)
can trivially be written as

(1B, @R)) = (IRu(alR) ) = |(Roalk)) + (R (al) (62)

Here the last term (on the right hand side) corresponds to the coherently scattered light, while
the first two terms are related to the light scattered incoherently. By using this result we find
that the mean DRC can be divided into a coherent and an incoherent part, and they are

respectively given by
8Ry 1 w COS2 95 )
" Li2ne B (i)l 63

<895 >coh Ly 27c cos b |(Ry(qlk))] (63a)

and

OR, 1 w cos?d 9 9
_ = @S T p alk >— Ry (qlk } 63b
(5) = o [(1Retalb)”) = Aol (63b)
Expressions for the mean differential transmission coefficient, (0T, /00s) = (per(0:)/Pine), can
be obtained in an analogous way by calculating p;,-(6;), the equivalent of p.(65) in transmission.
The results of such a calculation is that the expressions for (97}, /06) can be obtained from those
of (OR,/00;) by substituting the transmission amplitude T, (¢|k) for the reflection amplitude,

R, (gq|k) and multiplying the final expression with a factor of /e (w) [38,180].

4.3.2 Finite width incident beam

In the previous subsection we considered a plane incident wave. Such waves can never be fully
realized under experimental conditions, and it is therefore desirable under some circumstances
to work with an incident beam of finite width.

A finite sized beam was already introduced in Subsec. 4.2.2 and with those expressions one
gets for the incident and scattered power

P = Lo fant (252 (T -0 ) ) vant (252 (5400 )| o

where erf(z) is the error-function [90], and

w
pse(0s) = Lgﬁ cos? 0, | Ry (q|k)|? . (64b)

Hence, the differential reflection coefficient, according to its definition, is given by the expression

<aR,,> 2w (IRy(a,w)”) )

_ —_— 2 .
o, O o (2 G o) et (22 G- )]

(271-)% cw
Also here lateral wave number, ¢, is understood to be related to the scattering angle wvia
Eq. (60b). The coherent and incoherent contributions to the mean differential reflection co-
efficient are obtained in a completely analogous way as to how they were obtained for plane
wave illumination.
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4.4 General properties of the scattering problem

In order to solve the scattering problem, we have to calculate the scattering and transmission
amplitudes, R, (¢|k) and T, (g|k). However, before we start discussing various methods for doing
so, we will introduce some general features that the scattering problem should fulfill. These
properties are, among others, reciprocity and unitarity.

4.4.1 Reciprocity

A general property of the scattering problem is reciprocity. It involves the scattering matrix,
S, (q|k), defined via the scattering amplitude according to

aO(qv w)
ap(k,w)

The reciprocity theorem states that the scattering matrix, or just S-matrix for short, should
satisfy the following relation

Sy (qlk) = R, (q|k). (66)

Sy (glk) = Su(=k[ = q)- (67)

For the surface scattering problem, this relation can under rather general assumptions be derived
rigorously from Lorentz’s reciprocity theorem [30,91-93]. However, we will not present such
an interesting, but lengthy derivation here. We would, however, like to point out that such a
derivation does not assume anything about the dielectric functions involved. Furthermore, there
is no restriction on how strongly rough the surface is, neither how it is correlated. Hence, the
reciprocity theorem is generally valid. It should also be pointed out that there seems to be no
equivalent theorem to Eq. (67) that involves the transmission amplitude T, (g|k). Reciprocity
is therefore a property of the scattering matrix.

4.4.2 Unitarity

In cases where the scattering medium is a perfect reflector, i.e. if Ree(w) < 0 and Ime(w) = 0,
the scattering matrix, S,(q|k), possess an additional property call unitarity. Since there is
no absorption (Ime(w) = 0) and no transmission in the system, the energy incident on the
rough, perfectly reflecting surface must be all scattered. Without going into details, this has
the consequence that the following relation has to be satisfied [30]

% dq " w
/ PSS alk) = 2k —K), K] < 2. (68)

It can be derived by calculating the total energy flux scattered from the surface that, due to
energy conservation, should equal the incident energy flux. Eq. (68) expresses the unitarity of
the scattering matrix, and it is a consequence of the conservation of energy in the scattering
process.

Even if Eq. (68) is derived under the assumption that energy conservation is satisfied, let
us for a moment show how this indeed follows from the unitarity condition. Let us assume
that the rough surface has length L;. Then we know from the sampling theorem [94] that
the smallest momentum variable that we can resolve is 27/L;. By multiplying each side of
Eq. (68) by dk’'/(2m) and integrating the resulting expression over an interval of length 27 /L
that contains k' = k one finds

=[St isami - (69)
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By using the definition of the scattering matrix, Eq. (66), together with Eq. (60b), one arrives

at
/2 aR
Y\ d, =1, 70
x/—TI'/Q < 898 > ( )

where we have taken advantage of Eq. (61). From the definition of the mean differential reflection
coefficient given in Sec. 4.3.1, we understand that Eq. (70) is just the conservation of energy
for the scattering system considered.

4.4.3 Energy conservation

If, however, the lower medium is not a perfect reflector, but still is a non-absorbing medium
(Ime(w) = 0) the unitarity condition Eq. (68) will no longer hold true. However, we should still
have conservation of energy. This means that all energy incident onto the rough surface should
be either scattered from it or transmitted trough it. This fact is expressed by the following
equation

Z/{,fc(eo,w) +L{,'jr(90,w) =1, (71)

where 6 is the angle of incidence of the light, and

/2
U (B, w) — / <%§”> do.. (72a)

—7/2
/2 T

U (B, w) :/ <8 ”> 46, (72b)
g2 \ 90,

Physically U5¢(6p,w) expresses the fraction of the incident energy scattered from the surface,
while in a similar way U (6y,w) expresses the energy fraction transmitted through the system.
Notice that the energy conservation condition should hold true for all angles of incidence and
polarizations as well as being independent of the width of the incident beam. The only restriction
is that there should be no medium that absorbs energy. However, if absorption is present,
Eq. (71) might be modified by adding an absorption term to the right hand side. Unfortunately,
this absorption term is hard to calculate in a rigorous way.

For practical purposes, the conditions Egs. (70) and (71) are most frequently used as a
test of the quality of numerical simulations (see Sec. 4.10) [224]. In such an approach these
conditions are necessary, but not sufficient conditions for the correctness of the simulations.

4.5 Derivation of the reduced Rayleigh equation

The reduced Rayleigh equation (RRE), under which name we know it today, was first derived
by Toigo, Marvin and Celli [95] in the last half of the 1970s. This equation is the single integral
equation satisfied by the reflection or transmission amplitudes. Even if its precise region of
validity is hard to quantify in detail, this equation has served as the starting point for many,
if not all, of the perturbative techniques developed in the field of wave scattering from rough
surface. We should stress, however, that the reduced Rayleigh equation is not restricted to the
same limitations as perturbation theory, and that its validity goes beyond that of perturbation
theories. Moreover, numerical simulations can be based directly on the RRE in order to obtain
non-perturbative results [97,98].

We will below give the detailed derivation of the RRE for reflection. The scattering geometry
that we consider is that of Fig. 8. This geometry is illuminated from above by a plane incident
wave of either p- or s-polarization, and the incident plane is the x;xz3-plane.
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4.5.1 Rayleigh hypothesis

It should be apparent that for the region located above the maximum point of the surface,
the total field takes the form as given by Eq. (52a), and similarly, the total field below the
minimum point of the surface can be expressed according to Eq. (52b). In order to solve
the scattering problem, one has to take into account the boundary conditions to be satisfied at
the randomly rough surface x5 = ((z1). However, we do not know the form of the total field
close to the surface, or to be more precise, in the surface region min {(z1) < {(z1) < max{(z1).
It should be obvious from a ray optical point of view, that at least for rather rough surfaces,
expansions of the form (52) are not adequate to describe the total field in this region due to the
lack of not allowing downward propagating scattered modes. However, as the surface becomes
smother and smother, the asymptotic expansions of the field given earlier should represent
a better and better approximation for the total field. This led Lord Rayleigh [16,17], when
studying scattering from sinusoidal surfaces, to assume that the asymptotic expansions of the
total field were not only valid in the region far away from the rough surface, but could also
be used all the way down to the rough surface. Under this assumption, known today as the
Rayleigh hypothesis [18], he could satisfy the boundary conditions on the rough surface and
thereby derive the equation which lead to the solution of his scattering problem.

Validity of the Rayleigh hypothesis

Below this procedure will be demonstrated when applied to the wave scattering from a randomly
rough surface. However, before doing so, we will dwell a little upon the validity of the Rayleigh
hypothesis [18,99,100]. Theories based on this approximation do not properly include, as men-
tioned above, downward propagating scattered or upward propagating transmitted waves. From
a naive ray optics argument, we realize that rays propagating towards the surface after inter-
acting with it one or several times, will have to interact, at least, once more before escaping
it. Therefore, in scattering geometries where the Rayleigh hypothesis is not valid, the scattered
light has to receive substantial contributions from multiple scattering, and, thus, the surface
has to be rather rough. It should, however, be stressed that this does not imply that for any
scattering geometry dominated by multiple scattering, the Rayleigh hypothesis is doomed to
break down. One might very well have processes dominated by multiple scattering without
receiving essential contributions from downward propagating scattered waves. Good examples
are provided by the ability of perturbative and numerical studies based on the Rayleigh hy-
pothesis to show multiple scattering phenomena like the enhanced backscattering and satellite
peaks [66,97,98] (Sec. 5.2.1).

Hence, the Rayleigh hypothesis is a good approximation if the surface is not too rough.
However, at what level of roughness must we say that this approximation no longer is valid?
There have been many studies devoted to the study of the validity of the Rayleigh approxi-
mation. For the sinusoidal surface, x5 = (o sin(Az;), the Rayleigh hypothesis is formally valid
when (pA < 0.448 [101,102]. For randomly rough surface, however, the formal region of validity
is currently unknown, but there seems to be consensus on the criterion [18,99,100,103]

1)
!
<1, (73)

where 0 and a are the rms-height and correlation length of the surface respectively. The reader
is encouraged to consult the literature for more details [18,103].

4.5.2 Rayleigh equations

We will now derive a set of two inhomogeneous coupled integral equation for the scattering and
transmission amplitudes, R, (¢q|k) and T, (q|k). These equations are referred to as the Rayleigh
equations, and it will now be demonstrate how they are obtained.
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From Sec. 3.3 we recall that the boundary conditions to be satisfied by the field on the
surface are the continuity of the field and its (scaled) normal derivative, i.e.
@, (w1, w30w)|

O (21, :Eg\w)| (74a)

w3=C(z1) z3=((z1)’
_ 0n®, (71, 23|w)

+
On®y (xl’xg‘w)|$324(ﬂc1) o K (W)

, (74b)
z3=((z1)
where the normal derivative, 9, and the symbol x, (w) is defined in Egs. (38b) and (38d).

If the Rayleigh hypothesis is assumed, the asymptotic field expansions of Sec. 4.2, can be
used in order to fulfill the boundary conditions. By substituting the asymptotic expansions,
Egs. (52), into the boundary condition for the field, Eq. (74a), one is lead to the following
integral equation

gikri—ico(k)C(en) o [ p oy piamtioo(aw)i(e) _ / 99 1 (glk)einm—in@w)i(en)
2 27

If we now rewrite this equation, which will prove useful later, by using the properties of the
Dirac -function, one gets

/ @eiqm[%g(q _ k)emioo@@)X@) 4 R (ql k)emom,w)c(m)} _ / 99 giger gy (k) e—i@ (),
27 27
(75a)

Doing the same for the boundary condition for the (scaled) normal derivative, i.e. Eq. (74b),
one arrives at

/;j—q elar [—27r5(q — k) {¢'(z1)q + ao(q,w)} e i0(g.w)¢(z1)
s

+ Ry (qlk) {=¢'(@1)g + ao(q, w)} erro@)e (o)

1 ; i
— 5 [ 52 € Tl (o) + algw)) e oo, (75)

ky(w) J 27

Together Eqgs. (75) constitute a set of coupled inhomogeneous integral equations announced
earlier — the Rayleigh equations.

4.5.3 Reduced Rayleigh equations

We will now continue to derive the so-called reduced Rayleigh equation (RRE) for reflection
[38,95] and transmission [38,96]. The RRE is a single integral equation satisfied by the reflection
or transmission amplitude. They are derived from the Rayleigh equations by eliminating the
transmission or the reflection amplitude, respectively.

Reduced Rayleigh equation for reflection

In order to obtain the reduced Rayleigh equation for reflection, we have to eliminate the trans-
mission amplitude, T, (g|k) from the (coupled) Rayleigh equations given in the previous sub-
section. Multiplying Eq. (75a) by

e i) (¢ () + alpw)] (76)

and Eq. (75b) by
Hy(w)e—ipwl—ia(p,w)C(ml)’ (77)
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adding the two resulting equations, and integrating the final result over x1, one finds that the
terms containing the transmission amplitude vanish exactly. In detail, the terms proportional
to T, (qlk) are

d . 4
[ 3 Talh) [-C@0)(p +0) + alpw) ~ algw)] e 0 e el (7g)

This expression is simplified by introducing an integral defined according to'!

I(~|q) = /d:cl e~ (@) g—iamy (79)
From this definition it follows that
I ) )
q (”yﬂq) — —/dl‘l CI(Il)efz’yC(zl)efzqzl. (80)

With Egs. (79) and (80), Eq. (78) can be written in the form

/;Lz futalk) [aég’;;lifpazrq?z}) +a(pw) —alg,w)| Halp,w) + alg,w)lp — q)

After some simple algebra, it can be readily shown that the expression in the square brackets
is identically zero, and thus the transmission amplitude T, (g|k) has been eliminated from the
Rayleigh equations.

The reduced Rayleigh equation for reflection now follows from the remaining non-vanishing
parts of the equation that can be written

o4 M (vla) Ru (alk) = M (plR) (s12)
where
M) = = | LEIDE 0 o0 4 (whan(an)| 1 (a(0) F ol — o).

(81b)
If we restrict ourselves to p-polarization, the reduced Rayleigh equation as presented in Egs. (81)
takes on a simpler form. By a straight forward calculation one finds!?

d _
52 N ) Byfalk) = N, w10, (s22)
where
+ Oé(p, w)a()((Lw)
N* -2 I (a(p,w) F ap(q,w)|p — q) - 82b
» (pla) () T o0(q,) (alp,w) F ao(q,w)lp — q) (82b)
Similarly for s-polarization one finds'?
dg .. _
o3 Ne (pla) Bs(glk) = N; (plk), (83a)
where 1
N (plg) = + I(a(p,w) F aolg,w)lp — ) - (83b)

Oé(p, w) + O‘O(qa w)

11 Be aware that different sign conventions appear in the literature for this quantity.
'2 Here the matrix elements M (p|q) and N (plg) are related by M (p|q) = (e(w) — 1) N (plg).
% Here is M3 (plq) = (¢(w) — 1)(w/c)* N (pla)-
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Reduced Rayleigh equation for transmission

In the previous subsection it was shown that by eliminating the terms containing the trans-
mission amplitude from the Rayleigh equations, the reduced Rayleigh equation for reflection
was obtained. In a similar way, the scattering amplitude might be eliminated from the same
equations, resulting in the reduced Rayleigh equation for transmission.

Here we will not go into details of how this is done, since the derivation mimics the one given
in the previous subsection. Therefore, we will only state the resulting reduced Rayleigh equation
satisfied by the transmission amplitudes T, (¢q|k) (v = p,s). In the case of p-polarization this
equation reads [96]

/°° dg I{a(g,w) — ao(p,w)lp — ) 2e (w)ao (k, w)

[pg+ao(p,w)a(q, w)] Ty(glk) = 2mé(p — k)

oo 2m a(gq,w) — ap(p,w) e(w)—1 7
(84a)
while for s-polarization it can be written as [96]
* dq I(a(Q7w) _Oéo(p,W)|p—q) 20{0(]{?7(4})
— T:(qlk) =2m6(p — k) —5———. 84b
Lo a2l = (o)

@ -1

This concludes our discussion of the reduced Rayleigh equation.

In passing, we would like to mention that we here have only considered the simples
geometry. Reduced Rayleigh equations have also been obtained for other more complex
scattering geometries, both one- and two-dimensional, and for one or several rough surfaces
[38,39,97,98,104-107,182].

4.6 Small amplitude perturbation theory

Among the oldest theories addressing rough surface scattering we find the small amplitude
perturbation theory [20,104,108,117,181]. The starting point for this perturbation theory, like
most of the perturbation theories developed for handling wave scattering from rough surface,
is the reduced Rayleigh equation (81). If the rough surface is weakly rough, most of the light
incident upon it is scattered into the specular direction. However, due to the surface roughness, a
small fraction of the incident power is scattered away from the specular direction. Theoretically,
this non-specular scattering is taken into account by assuming an expansion for the scattering
amplitude in powers of the surface profile function of the form'# [117)

n!

Ro(alk) = 3 T RO (g1, (85)
n=0

Here R (g|k) is assumed to be of order O(¢™) in the surface profile function ¢(z1). In order to
solve the scattering problem by this method, we have to determine the expansion coefficients
{R,(,n)(q|k)}. However, to determine all these coeflicients is obviously not practically possible if
¢(z1) is a rough surface. Therefore, the expansion (85) is terminated at some upper value N,
resulting in an N’th order perturbation theory. In practical application one usually takes N in
the range 3-5. If the surface is weakly rough, the sum of these N terms will provide a good
approximation to the total scattering amplitude R, (gq|k). However, as the surface roughness
becomes stronger and stronger, a higher number of terms have to be included in the expansion,
and the method becomes cumbersome and not very practical since R&n)(q|k) for big values of n
easily becomes complicated. Thus, the small amplitude perturbation theory is only of interest
for weakly rough surfaces. Hence, it should therefore not represent any restriction to assume

14 The factor (—i)™/n! is introduced for later convenience.
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that the Rayleigh hypothesis is valid and therefore that R, (g|k) should satisfy the reduced
Rayleigh equation, Eq. (81).

Under this assumption, the various terms in the expansion for the scattering amplitude
can in principle be obtained by substituting its expansion, Eq. (85), into the reduced Rayleigh
equation, Eq. (81), and satisfy the resulting equation order-by-order in the surface profile func-
tion ¢(x1). However, before this can be done, N.*(p|q), or equivalently MF(pl|q), that enter the
reduced Rayleigh equation, also have to be expanded in powers of the surface profile function.
Since the matrix-elements, N (p|q), only depend on ¢(z;) through the integrals I(v|q), defined
in Eq. (79), one makes the following expansion

—1 x1) —iqr1 __ = —1 n"n
Iol) = [dog eriteon = 52 EO8 congy), (564)
n=0
where .
5(")(41):/ day ¢ (wy)e” "1, (86b)

is the (inverse) Fourier transform of the nth power of the surface profile function. From the
above equations it should be apparent why we made the choice we did for the prefactors in the
expansion for R, (q|k).

When the expansion (86) is substituted into the expressions for N (p|q), Eqs. (82b) and
(83b), one obtains

N plg) -
+ _ v M) (p
NE(plg) = nz:% " p-q), (87a)
where for p-polarization
Loy E@)ao(pw) +alp,w)
Ny (plp) ) 1 : (87b)
and
N (plg) = (=i)" [£pg + alp, w)ao(q, )] [a(p,w) F ao(g,w)]" ", (87c)
when n > 1, while for s-polarization we have
NEO (plp) = 20(B.0) £ 2(p.w) (87d)
% (ew)—1)
and
n A\ n—1
NEM(plg) = +(=i)" [a(p,w) F ao(g, )], (87e)
when n > 1.

With these relations available, a recurrence relations for {R£n) (plq)}, is readily obtained by
substituting Egs. (85) and (87) into the reduced Rayleigh equation, Egs. (82a) and (83a), and
equating terms of the same order in ((g). The resulting recurrence relation reads

S (0) [ Bz e - DR G = AR - . (69)
m=0 -

Now the expansion coefficients for the scattering amplitude, R,(,n) (plq), should be rather straight
forward to obtain (at least in principle). The lowest order term (n = 0) is given as

R (qlk) = 2md(p — k)R (k,w), (89a)
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where RI(,O)(k,w) is defined by (assuming €9 = 1 and p = pg = 1)

eW)ao(k,w) —alk,w)
c@aolk,w) Talkw) Y =P
) — a(k,w)

ag(k,w) — a(k,
ag(k,w) + a(k w)’

RO (k,w) = (89b)

Vv =S.

In these expressions, the momentum variables k and ¢ are understood to be related to the
angles of incidence and scattering, 6y and 6 respectively, through

k= % sin 6y, (90a)

q= % sin 6. (90b)

The above results are, as expected, what one would obtain for the scattering from a planar
surface, since R\ (k w) is nothing but the Fresnel reflection coefficients [9]. Notice that the o-
function in Eq. (89a), coming from ¢ guarantees that the scattering is only into the specular
direction.

The results for the higher order terms (n > 1) in the expansion of R,(g|k), describe the
light scattered by the roughness into directions other than the specular. These terms can be
calculated recursively from Eq. (88), but, unfortunately, such expressions easily become rather
cumbersome for higher order terms. However, the first few terms are manageable, and they are
given by the following expressions [109,117]

RV (qlk) = x{V(alk) C(q — k), (91a)
2) T o) ; ;
R (alk) = [ o —x.” (alplk) ¢la = p)C(p — k), (91b)
(3) _ dp1 dpz 3) = ye
R, (qlk) = (alpslp2lk) {(a — p1)C(pr — p2)C(p2 — K), (91c)
where, the functions Y. (q|k) (q\p|k), ... are somewhat lengthy functions of their argu-

ments, and are therefore given separately in Appendix B.

As discussed previously, the first few terms of the expansion (85) with Egs. (91) substituted,
should hence for a weakly rough surfaces represent a good (3rd order) approximation to R, (q|k).
Experimental accessible quantities could therefore be calculated based on this approximation.
For instance, the mean differential reflection coefficient from the incoherent component of the
scattered field is then, according to Eq. (63b), through fourth order in the surface profile

function, given by
() - pom = (| +  { ([ am]) - [(ram)[ )

1
- (3) (1) *
s Re (RO (@MRD " (alh))

+0(5%). (92a)

In arriving at Eq. (92a) it has been assumed that the surface profile function, {(x1), constitutes
a zero-mean, stationary, Gaussian random process. Due to the Gaussian character of the sur-
face, only terms that contain an even number of surface profile function survive the averaging
process. The different averaged contained in Eq. (92a) can all be related to the set of functions

O (gk)} according to

<\R9><qk>\2> — L,6%(lq — k)

X alh)| (92b)
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(|ram]) - [(rP )| = o* [

(oo}

2 g(lq — plalp k)

2
x { 2 (alplk)| + 32 (alplk)x ) (alg + b — plk)} :
(92c)
and
(RO (@) BD* (alk) ) = L18*g(la — KDV (QIk)/ =
x {3 alplalk)g(p - al) + xS (alklplk)g(1p — k)
+x$(alplp + & — alk)g(lp — al) } (92d)

Notice that the term (92b) represents single scattering, while the terms in Eq. (92c) give the
contribution due to double scattering, while Eq. (92d) represents a “mixed” contribution. The
terms in Eqgs. (92b)—(92d) are often referred to as the 1-1, 2-2, and 3-1 terms, respectively.

Accuracy of the small amplitude perturbation theory

So what accuracy can we expect to achieve by using the small amplitude perturbation theory,
and for what range of surface parameters is it valid? There have been many studies
in the past, both of theoretical, numerical, and experimental nature, addressing this issue
[29,110,110,111,117]. Currently, there is consensus on small-amplitude perturbation theory
being accurate when [29,110,111,117]

V@)% G| < 1, (93a)

¢ (z1)] < 1. (93b)

For a randomly rough surface of rms-height, §, and (finite) correlation length, a, the above
expressions translate into (c.f. Egs. (6) and (10))

|\/8(w)|%5 - 27r|\/s(w)|§ <1, (94a)

and 5
p <1, (94b)

where we have used that the average values for |((z1)| and |¢'(x1)| are of the order § and
s x d/a, respectively. The first condition (94a) comes from the fact that quantities containing
the surface profile function should be expandable in a Taylor series about their mean surface.
The second criterion that states that the correlation length of the surface can not be too big,
originates from the fact that if the correlation length of the surface is too large the Gaussian
height distribution becomes close to a d-function with the result that the second order term in
the perturbative expansion can be of the same order as the first order term even if Eq. (94a)
is satisfied. Moreover, it has been found that if the surface is non-Gaussian it is found that the
above criteria can be relaxed somewhat [112].

4.7 Unitary and reciprocal expansions

In the previous section we presented small-amplitude perturbation theory, which is based on
the expansion of the scattering amplitude R, (g|k) in powers of the surface profile function
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¢(x1). In Sec. 4.4.1 we claimed that a valid theory for rough surface scattering should satisfy
reciprocity, i.e. the theory should satisfy the relation S, (q|k) = S, (—k| — ¢), where S, (q|k) is
the scattering matrix defined in Eq. (66). By inspecting the formulae obtained in the previous
section for R, (q|k), it is at least not obvious that reciprocity is satisfied. Does this mean that
small amplitude perturbation theory does not respect the principle of reciprocity, and therefore
is an incorrect theory? The answer to this question is no, as you might have guessed, and the
small amplitude perturbation theory does in fact respect reciprocity. However, to see this is not
straight forward since an extensive rewriting of the expressions are required. Theories where
reciprocity is not apparent at first glance is normally referred to by saying that the theory is
not manifestly reciprocal.

Due to the lack of manifest reciprocity of small amplitude perturbation theory as well as
the desire to map the classical scattering problem onto the formalism of a quantum mechanical
scattering problem [113], Brown et al. [114,115], in the first half of the 1980s, constructed a
theory which was manifestly reciprocal. This theory goes today under the name of many-body
perturbation theory, but is also known as self-energy perturbation theory. It is this kind of
perturbation theory that we will concern ourselves with in this section.

4.7.1 The transition matrix

The starting point for the many-body perturbation theory is to postulate the scattering ampli-
tude R, (q|k) to satisfy the relation [39,115,180]

Ry (qlk) = 276(q — k)R (k, w) — 2iG (q, w) T, (a|k) G (k, w) oo (, w). (95)

Here R\ (k,w) is the Fresnel reflection amplitude as defined by Eq. (89b). The second term of
this equation, containing the transition matrix 7, (g|k), also known as the T-matrix, represents
the field scattered away from the specular direction. Furthermore, G(VO) (k,w) is the surface plas-
mon polariton Green’s function for the planar vacuum-metal interface. This Green’s function
can be defined from the relation

2iag (k, w)GO (k,w) + RO (k, w) = —1, (96a)
that leads to the following expressions [39]
ie(w)
e(w)ag(k,w) + a(k,w)’ v=r
GO (k) = | (96b)
2 , v=s
ag(k,w) + a(k,w)
4.7.2 Scattering potentials
The transition matrix is postulated to satisfy the following equation [39,115,180)]
Toolt) = Valolh) + | 31 Vulpla)G (0, el (972)
~ dg 0
=Vplk) + | o Tu(pla)G. (g, w)Ve (alk), (97b)
— 00

where V' (qlk) is known as the scattering potential. It is supposed to be a non-resonant function

of its arguments, i.e. not containing the Green’s function GV arriving at Eq. (97b) we have
used explicitly that both V, (p|k) and T, (p|k) are reciprocal, i.e. that V,(plk) = V,.(—k| —p)
with a similar expression for the transition amplitude®®.

!5 That this is indeed the case might be confirmed from the expressions to be derived later for these
quantities.
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We now seek an (integral) equation satisfied by the T-matrix. This is done by substituting
Eq. (95) into the reduced Rayleigh equation (81), and thereby obtaining

RY) (k,w)N;f (qlk) — N, (p|k)
2ia0(k,w)G,(,0)(k, w)

5 N 0l @) Talh) = . (98)

Even though, the many-body perturbation theory could have proceeded from this equation, it
has proven useful from a purely algebraic point of view, to instead of the T-matrix work in
terms of the scattering potential V, (¢|k). Thus we aim to obtain an integral equation for this
quantity which our perturbation theory will be based directly upon. By substituting the right
hand side of Eq. (97a) into Eq. (98), making a change of variable and using Eq. (97a) once
more, one obtains the desired integral equation for the scattering potential

dq
52 AwlaVilalk) = B (olb), (992)
where the matrix elements are given by

[2ia0(a, )G (g.w) + R (@) N (bla) = N (pla)

Av(ple) = 2iap(k,w)
__ NJS(plg) + Ny (plg)
N 2iap(gq,w) (99b)
and o
By(mk) _ Ry (p7w)sz_(p|k) - Nu_<p‘k;) (990)

2ico (b, w) G (k, w)

To obtain A,(p|q) we have explicitly taken advantage of Eq. (96a). With the expression pre-
sented for the matrix elements for the reduced Rayleigh equation, N (g|k), it is now straight-
forward to obtain closed form expressions for A4, (p|q) and B, (p|k), but we will not present such
expressions here.

The integral equation (99) will be the starting point for our manifestly reciprocal many-
body perturbation theory. The essence of the theory is to expanding the scattering potential in
powers of the surface roughness {(z1) according to

o~ ()"

Volalk) =Y =V (alk). (100)
n=0

with similar expansions for A, (p|g) and B, (p|q). In these expressions the superscripts denotes,

as earlier, the order of the corresponding terms in the surface profile function.

One of the advantages of this theory is that even a lower order approximation to the scat-
tering potential corresponds to a resummation of an infinite number of terms in an expansion
in powers of the surface profile function'S.

We will here not go into detail, but it can be shown that the results for the few first terms
in the expansion of the scattering potential are [116-118]

i1 ek — alg.w)alk, ) E0(g— k), v=p,
v(gk)y ={ @ (101a)

i3 (ew) - 1CW (g k), v=s,

6 This is also the case for the so-called many-body (self-energy) perturbation theory to be presented
in the next section.
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for the 1st oder term, and

zs(;;zw—)l [a(g,w) + a(k,w)] [gk — alq,w)a(k,w)] (P (g — k)

2 e} B _
Z'?ﬁu)a(q,w) [ mg—id”(q — p)alp,w)CD(p — k)a(k,w), (101b)

2glk) =i

and

VD (glk) = 1% (@) — 1) o0.0) + alk,)] EO (g — k), (1010)

for the second order terms. Higher order terms can be found in e.g. Ref. [118]. It should be
mentioned that by definition the lowest non-vanishing order of the scattering potential is 1st
order in the surface profile function. In other words V,,(O)(p|q) = 0 always.

As the reader easily may check, the above expressions are manifest reciprocal, i.e.

V™ (qlk) = V™ (—k| — q),

and this property should hold true to all orders in the surface profile function [115]. However, it
should be emphasized that expressions of this form are not obtained directly from the solution
of Eq. (99), but that some rewritings instead are needed for [116,117].

If the transmission matrix is expanded in a similar way to Eq. (100) for the scattering

potential, i.e.
o0

7o (alk) :Z

> ’I’L

" (glk), (102)

a recurrence relation for {77,(")(p|q)} in terms of V,,(m)(p|q) can be derived and thus T, (q|k) to
some order can be calculated.

Hence, through the calculation of the scattering potential, the T-matrix can be obtained.
The contribution to the mean differential reflection coefficient from the incoherent component
of the scattered light is

IR, 12 ,
< 89‘9 >incoh B Ll ™ (7) COSZ 03 cos 00 ‘G(VO)(qaw)’

< [T @R ~ 1T el ] |69k, (103)

This expression is obtained by substituting Eq. (95) into the defining expression for the inco-
herent component of the mean DRC (Eq. (63b)).

4.8 Many-Body perturbation theory

The Green’s function G,(jo)(q, w), we recall, is the surface plasmon polariton Green’s function at
a planar interface. In addition to this Green’s function it is also useful to define a rough surface
Green’s function, G, (q|k), or more formally the Green’s function of a v-polarized electromag-
netic field at the randomly rough interface. Some authors refer to this function as the renor-
malized Green’s function. It is defined as the solution of the following equation [115,180,181]

Gu(alt) = 2n8(a - NGO W) + G0(0) [~ LV, alp)GL o) (1042)

This equation is often in the literature referred to as the Lippmann-Schwinger equation [119]
for the renormalized Green’s function G, (q|k). Notice that from Egs. (95) and (104a) it follows
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that R, (glk) = —2md(q — k) — 2iG,(qlk)ao(k). An alternative way of expressing the above
equation is obtained by iterating on G, (g|k). The result can be written as

Gy (qlk) = 2m6(q — k)G (k) + G (9)To (alp) G (), (104b)

where we have used a Born series [113] expansion for the T-matrix in Eq. (97). This equation
is often for simplicity expressed in operator form as G = Gg + GoT'Gy.
In terms of the renormalized Green’s function the mean DRC takes on the form

OR, 12w
(G2) = 122 cosoucostn [{[Gulalb)”) = 1Gutali) ] (105
S / incoh

where the method of smoothing [120] has been applied to Eq. (95) as well as the reduced
Rayleigh equation. In these expressions the mean of the renormalized Greens function satisfies
the Dyson equation [121]

< dp

2 (M, (alp)) (o pIE)) (1062)

(G (qlk)) = 2n8(q — K)GLO (k) + GO (g) /

— 00

where the unaveraged proper self-energy M, (q|k) is a solution of the equation

oo

By (qlp) GO (p) Ve (plk) — (Vi (plR))]. (106b)

My (al) = Vilalk) + [ 5P

— 00

Since the surface profile function is stationary, both the renormalized Green’s function and the
proper self-energy are diagonal in the momentum variables ¢ and k, i.e.

<Gu(q|k)> - 271—5(‘1 - k)Gv(k)v (107)

with a similar expression for the proper self-energy. Under this assumption the renormalized
Green’s function can formally be written as [116,117].

1
Gy (k) = - . (108)
[G,(,O)(k)} "My (k)

Hence the surface polariton poles in G, (k) are shifted as compared to those of Ggo)(k) due
to the presence of M, (k). The self-energy can be calculated perturbatively as an expansion in
powers of the surface profile function. The resulting perturbation theory is known as self-energy
perturbation theory [117].

The two-particle average Green’s function satisfies a Bethe-Salpeter equation [113,122] of
the form!”

(G, @) = Liznsla ~ ) [GDF +1GF [ L0l (|G ),  (109)

where U, (g|p) is the so-called irreducible vertex function. Formally, one may write the solution
to Eq. (109) as

(G, (@R ) = La2mdla = k) |G (@) + L1 Gul@) Xo(alk) Gy (R), (110)

where X, (q|k) is the reducible vertex function. With this equation the mean DRC takes on the
form

OR, 2 w3
< il > = 2 cos? 6,060 |G (o) X, (alB) |Gu (). (111)
$ / incoh

17 In arriving at this equation also here the method of smoothing [120] has been applied.
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The reducible vertex function can be shown to be related to U, (Q|k) though the equation

Xolalh) = Ua)+ [ 30, alp) o) X ) (112)

— 00

Unfortunately we do not know, in general, how to solve the Bethe-Salpeter equation (109).
Hence some approximative methods have to be employed. The most frequently used methods
are the Freilikher factorization [123], or a diagrammatic method [12,113,124]. In this latter
approach X, (g|k) is approximated by a subset of (an infinite number of) diagrams. Those
usually are the ladder diagrams and the maximally-crossed diagrams, where the former describes
wave diffusion in the random media, while the latter is related to wave localization.

With this approach it can be shown that the reducible vertex function for p-polarized light
incident on a rough metal surface can be written as [124]

) (*’“ L)
X,(alk) = U0 alt) + 200 : (113)

which when substituted into Eq. (111) defines the mean DRC in this approximation. Here,
A(g|k) is a smooth function of its arguments and A = A, + A, is the (total) decay rate of
surface plasmon polaritons due to Ohmic losses (A.) in the metal and conversion into other
surface plasmon polaritons (Agp, ~ Im(M(kspp))). Their mathematical expressions, as well
as the other quantities appearing in Eq. (113), can be found in Ref. [124]. The first term in
Eq. (113) is due to single-scattering, the second arises from the ladder diagrams, while the last
one is the contribution from the maximally-crossed diagrams. This last term is the one that
is responsible for the enhanced backscattering phenomenon that we will discuss in the next
section.

It should be mentioned that in arriving at Eq. (113) the pole-approzimation for the renor-
malized Green’s function has been utilized. This approximation amount to writing

Clw) O

Gp,(k) ~
oK) k—kepp — 1A K+ kepp + 1A’

(114)

where kp,, is the wave vector of the surface plasmon polariton (see Eq. (43)), and C(w) is a con-
stant. The Green’s function for s-polarization does not have poles, and the pole-approximation
is thus not relevant in this case.

4.9 Other perturbation theories

In Secs. 4.6 and 4.8 we discussed two popular perturbation theories. However, they are not the
only ones [29]. Over the years, various theories have been developed. It is outside the scope of
this review to discuss them all.

For completeness, however, we would still take the opportunity to present a (not com-
plete list) of such theories. It includes: phase perturbation theory [117,125-129]; the local and
non-local small-slope perturbation theories [32,130-132]; the distorted-wave Born approxima-
tion [133]; low contrast perturbation theory [134]; perturbation theories based on the Ewald-
Oseen extinction theorem [135]; the full wave method [136]; the operator expansion [137]; and
the unified perturbation theory [138].

4.10 Numerical simulation approach

In Secs. 4.6 and 4.8 two perturbation theories were discussed. Such theories catch the main
physics of the scattering problem if the surfaces are not too rough. However, for interfaces
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that are strongly rough, no perturbative approach can be used because too many terms in the
expansions have to be included in order for the approach to be practical.

At the present time, there does not exist any analytic non-perturbative theory that is valid
for an arbitrary roughness (and non will probably never be invented). The reason for the lack of
such general analytic theory is that for strongly rough surfaces higher order scattering processes
become important. In consequence, the boundary conditions to be satisfied on the random
interface become dominated by non-local effects. This means that the total field on the surface
at some point depends on the total field in other locations of the surface. These non-local
dependencies hamper the development of analytic theories for strongly (multiple scattering)
rough surfaces.

The best technique to resort to for strongly rough surfaces is a rigorous numerical simulation
approach [35-37,66,66,67,224]. This approach, to be introduced below, is based on deriving a
set of coupled integral equation for the source functions, the field and its normal derivative
evaluated on the surface [38,66,68,139,140,224]. With the knowledge of these sources, the total
field, and, thus, the solution to the scattering problem, can be obtained from the extinction
theorem (Sec. 4.10.1) in any point above the surface.

In addition to this rigorous numerical simulation approach, it ought to be mentioned that
another useful approach, though non-rigorous, exists. It is based on the direct solution of the
reduced Rayleigh equations satisfied by the system [18,97,98,105,106], and it is particularly
useful when the surfaces are weakly, or moderately, rough.

Moreover, for rough, but small-slope surfaces, the so-called Kirchhoff (tangent plane, or
physical optics) approximation can be rather useful (and time-saving) [141]. This is a single-
scattering approximation used to approximate the unknown source functions of the rigors ap-
proach, but without having to perform the computational expensive step of solving the linear
system that they satisfy.

4.10.1 The extinction theorem

We will now derive the so-called Ewald-Oseen extinction theorem [1,2,4,9] first formulated by
P.P. Ewald and C.W. Oseen in the beginning of last century [142—-147]. The numerical simulation
approach to be presented later in this section will be based directly upon this theorem.

Let us start by recall from Sec. 4.2 that the primary field, @, (r|w), satisfies the wave equation

2

[Vz + s(w)é} ®,(rlw) = —J% (r,w), (115)

where €(w) is the dielectric function of the medium where the field is evaluated and J<¥*(r)
denotes an external source term for the field. In order to solve the scattering problem in question,
one may solve this equation in the regions of constant dielectric functions and match the
solutions by the boundary conditions that the field, and its (scaled) normal derivative, should
satisfy on any interface (see Sec. 3.3). However, it is often more convenient to take advantage of
certain integral theorems satisfied by the field, that is a consequence of the wave equation (115),
and of which the extinction theorem is one example.
The wave equation (115) is accompanied by a Green’s function defined via [148]

w2
[Vz—i-s(w)CQ} G(r|r';w) = =47 d(r — 1'). (116)
Furthermore, we are only interested in out-going solutions to this equation that fulfill the

Sommerfeld’s radiation condition (at infinity) [149]

lim r (0,G —ikG) = 0, (117)

r—00

where r = |r|.



Optics of Surface Disordered Systems 41

Fig. 9. The geometry considered in the extinction theorem.

In two-dimensions, an explicit representation of the out-going, free space Green’s function
is provided by [1,148]

G(rt';w) = irHY ( a(w)% |r—r'|), (118)

where, H(gl)(z), is the Hankel-function of the first kind and zeroth-order [90,148] and r =
(1, x3).

Let us start by considering a spatial domain 2 containing a homogeneous, isotropic dielectric
medium. This region has a boundary 9 (Fig. 9). The exterior of the region Q will be denoted
by Q where its boundary is 9. Notice that 9 includes 02 in addition to the surface at infinity.
We assume that an external source is present somewhere in the external region (2 and that no
sources are present within €.

If we multiply Eqgs. (115) and (116) by, respectively, G(r|r’;w) and —®,(r|w), add the
resulting equations, and finally integrate the result over the exterior region Q we are left with'®
(r' € Q)

- /dr (r'|w) V' 2G(r'|r;w) — V'2<I>,,(r'|w)G(r'|r;w)]

®,(r|w), r € Q
_ ! rext (. ./ A ) .
- /er JEE (' w)G(r |r;w) + {07 reQ

(119)
Since G(r'|r;w) is the out-going free space Green’s function the first term of the right hand
side is just the incident field due to the source, i.e.

o dr T (e w)G(r |r;w) = B (r|w). (120)
7r

This relation holds true independent of r being located in the exterior (Q) or interior () region.
Furthermore, by taking advantage of Green’s second integral identity that for two well-
behaved!? functions u(r) and v(r) defined on a region V, reads [1,148]

/ dr [u(r)V?u(r) — v(r)Vu(r)] = / dS [u(r)d,v(r) — v(r)dyu(r)], (121)
1% v
where 0,, denotes the outward normal derivative to 9V, Eq. (119) can be written as

D, (r|w),

inc 1 S Q
O (r|w) + yo / dS" [®,(r'|w)0n G(r|r';w) — Op @, (r'|w)G(r|r';w)] = {0’ ;g q
(

o0

8 We have here interchanged r and r’ for later convenience.
19 By well-behaved we here mean functions that at least are differential two times.
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where dS’ is a surface element. In writing Eq. (122) we have explicitly used the fact that the
portion of the surface integral over 92, that corresponds to the surface at infinity vanishes due
to Sommerfeld’s radiation condition satisfied by G(r|r’;w). Hence, the only surface left in the
surface integral is 0f) as indicated in the above equation. In addition we have also utilized the
relation 0,, = —d; for the outward normal derivative to the region 2, while 95 is the outward
normal derivative for the same surface, but for region €. Notice that the incident field term is
present due to the fact that the region Q contains a source. If this region is source-less, this
term is missing.

Eq. (122) with the right-hand-side set to zero is the extinction theorem. It is so named
because the incident field is extinguished in region 2 by the induced field as represented by the
second term of the left-hand-side of this equation. Furthermore, Eq. (122) with r € Q expresses
the fact that the field at any point outside 2 can be found by performing a surface integral over
0). In order to do so, however, the total field and its (scaled) normal derivative on the surface
0f) has to be known. Hence, the scattering problem is equivalent to finding the field and the
(scaled) normal derivative on the surface.

The scattered and transmitted fields

From the above discussion, we learned that the essential quantities to look for is the field and its
(scaled) normal derivative evaluated on the surface. We will now see how these two quantities
can be calculated by taking advantage of the extinction theorem. This is done by applying
Eq. (122) in turn to the different regions naturally defined by the scattering geometry as the
regions of constant dielectric properties. For the scattering system depict in Fig. 8 this means
to apply Eq. (122) separately to the regions z3 > (1(z1) and x3 < (a(x1). The result is?°

Blas — C(on)) @ (x) = @) + 3 [ ot 2(a)

x [®F (v, Gy (r|r') — 0, ®f (') Gy (rr)] =) (123a)
and
— 1 ! ! — / ! — / /
0C(en) ~ )5 5) = = [dat 20 [87 070G (o) — 0 (66 ]y -
(123b)

where the superscripts & indicate solutions to the wave equation (115) in regions of dielectric
function €4 (w). Furthermore, we have defined

81’3 — C/(xl)aﬂh

On = v(z1)

(124a)

where
Y(@1) = V14 [ (1)) (124b)

In writing Eqs. (123) we have taken advantage of the assumption made earlier that the surface,
¢(z1), is a single-valued function of z; so that its surface element becomes

dS = y(x1)dx. (125)

If this assumption does not hold true, the discussion becomes considerably more difficult.
A treatment of this case can be found in, e.g., Refs. [45,62,63]. However, we will here not
consider this possibility further.

20 In these equations, and some to come, we have suppressed an explicit reference to the frequency of
the incident light in order to make the formulae more compact.
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Notice that the integral equations (123) are uncoupled. However, by taking into account the
boundary conditions to be satisfied on the rough surface x5 = {(x1), i.e.

q’i(mla 373;(*‘})‘:&3:((961) = (I);(mh m?’;w)‘zs:C(ml) ’ (1263‘)
On®, (1,75 w) _ 0®, (1, m50) (126b)
= — — 9
Ko ((U) ;E3:C(931) Ry (LU) xsZC(El)

the two integral equations will be coupled, and Egs. (123) take on the form

O(z3 — ((21)) @] (r|w) = &37¢(r|w) + /dxll (A (r]2; w) Fo (2 |w) — By (rfz; w)Ny (27 |w)]
(127a)

O((w) — 20)8; (xlo) = — [ da} [A_ (el ) (2 o) — )

oy B N )|

(127b)

where the symbols k- (w) have been defined previously in Eq. (38d). Here we have introduced
the source functions®!

Fy(ll?ﬂbd) = Q)j’_(xl’x?"w)’xg:C(wl) 5 (1283.)
Nof@al) = 1)@ (o1, 2300)],_ o (128b)
as well as the kernels
1

Ay (r|al;w) = o= v(z}) O G4 (w1, 3|2, 25) , (129a)

T ay=¢(w})

! 1 ! !
By (r|z;w) = yp= Gi(xy,zs|z], x3) . (129b)
zg=C(z7)

Notice that the second term on the right-hand-side of Eq. (127a) represents the field scattered
from the rough surface, ®5°(r|w). By substituting the following Fourier representation for the
Green’s function [90]

G (s w) = /°° dg _ 2mi ig(er—at)ics (gw)lea—s] (130)

oo 2 (¢, w)

into Egs. (129), and the resulting expression into Eq. (127a), we find that the scattered field
far above the surface, x3 > ((z1), can be written as

‘Pic(rlw):/ %Ru(q,w)emﬁm(q’“)ws, (131a)

— 00
where the scattering amplitude is given by the following expression

R.(q,w) = m /_oo dzy e tam =i (@)= [ Lo (1) — ay(q,w)} Fo(z1) — Ny (21)] -

(131b)

21 Notice that the operator y(z1)0, appearing in N, (z1|w) is nothing but the unnormalized normal
derivative.
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In these expressions o (q,w), and later to be used a_(g,w), are defined as in Egs. (51) and
(53).

If the medium occupying the region z3 < ((z1) is transparent, a transmitted field will
also exist. It is given by the right-hand-side of Eq. (127b). Under this assumption, a Fourier
representation for G_(r|r’;w), equivalent the one given in Eq. (130), will give a transmitted
field in the region x5 < (1) of the form

P}/ (r|w) :/ % T, (q,w)e' e —ta-(@w)zs (132a)

— 00

where the transmission amplitude is defined as

o0

T, _ d —igz1+ioa—(qw)¢(z1)
(qaw) 2a7(q’w) / Zy e

— 00

x [z‘{qc(xl)+a_<q,w>}fu<x1> N ()] (132b)

The equations for the source functions

In order to solve the scattering problem we see from Eq. (131b) that we need to know the
source functions F,(z1|lw) and N, (z1]w). The question therefore is: How to calculate these
source functions? A coupled set of equations for these sources are most easily obtained by
setting z3 = ((z1) +n, with n — 0", in Eqgs. (127). Doing so results in the following set of
inhomogeneous, coupled integral equations for the sources

Fo(w1) = FJ*(a1) + /dw'l (A (z1|2h) Fo (@) — By (21]2])N, (27)] (133a)
0= /daz'l [A (z1]2})) Fo () — K—ZB, (z1|2))N ()|, (133b)
Ry
where the kernels are defined as
As(z1]|2)) = nli%lJr A (0|2 |y = (2g) 1 » (134a)
/AT ’
Balailat) = lim B (rlo)ly ey (134)

In order to solve Egs. (133), the integral equations are converted into matrix equations by
discretizing the spatial variables 21 and z} and using a suitable quadrature scheme for approx-
imating the integrals that they contain [140]. First, the infinitely long surface is restricted to
a finite length L1, so that the spatial integration range from —L;/2 to L;/2. Second, a grid
defined according to

L 1
€n = [z1]n = —21+<n—2>A§, n=1,2,3,...,N, (135)

with A = L1 /N is introduced for z. If we assume that the source functions are slowly varying
functions over a grid cell (of size Af), they can be considered as constant over this distance
and therefore put outside the integral. The integral equations (133) are thus converted into the
following matrix equation by putting x1 = &,

N
Follm) = FiEm) + D [AnaFu(&) = BLNL(E)] (136a)

n=1
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N —
0=>" [Amnfv(ié) - :%B;n/\/u(&) : (136b)
n=1 v

where Fi"¢(£,,) is defined from Eq. (128a) by using ®"¢(zy, z3|w) for the field ®;f (21, z3|w).
Moreover, the matrix elements A and B, are defined as

Ent+AE/2
AE = / dz, As (Eml2)), (137a)
En—AE/2
and
Ent+AEL/2
B, = / iz, By (6nl2)). (137h)
En—AE/2

It should be kept in mind that these matrix elements are related to the Hankel function,

Hél)(z), and its derivative, through the (two-dimensional) Green’s function that enters via
Egs. (129) and (134). Care has to be taken when evaluating these matrix elements since the
Hankel functions are singular when their arguments vanish. Hence the kernels, A (z1]z}) and
By (x1]x}), are also singular when 1 = z|. Fortunately these singularities are integrable so that
the matrix elements, A% and B, in contrast to the kernels, are well defined everywhere.
The somewhat technical procedure for showing this is presented in Appendix (A) from where

we obtain that (see Eqgs. (A.11) and (A.12)) [38,66,68,139,167],

AL Ax (§mlén), m#n,
A =191 ¢ () (138a)
2 M imre,) MT"
and
AgBi(ngn)a m?’én
n j DA (138b)
—%AgHél) (@C;W(i%) 5)7 R

The matrix equations (136), together with the expressions for the matrix elements
Egs. (138), can readily be put onto the computer and solved by standard techniques from linear
algebra [94,150] in order to obtain the source functions. With these source functions available,
the scattering amplitude, and, if defined, the transmission amplitude, can be obtained from
Egs. (131b) and (132b), respectively. These amplitudes are again related to physical observable
quantities, like the mean differential reflection or transmission coefficients, as discussed earlier.
Hence the scattering problem is in principle solved!

In passing we note that it was by the method described in this section that the speckle
pattern shown in Fig. 2 was produced. After first solving Egs. (136) to obtain the source function
(on the surface), F,(&,) and N, (&), Egs. (127) were used to calculate the field everywhere in
the geometry. Notice that Eqgs. (127) only require a straight forward spatial integration along
the surface in order to obtain the field at an arbitrary spatial point once the source functions are
known. Even if these integrals are readily evaluated, it might be a somewhat time-consuming
calculation if one wants to make a contour map like in Fig. 2 (many spatial points), because the
Green’s functions are relatively costly to calculate. Fortunately, in such cases, one may tabulate
the Green’s function and use a look-up tables and/or make the code run in parallel in which
case a significant speed-up can be expected.

It should also be mentioned that the approach presented here can be generalized to more
complicated scattering geometries like film systems etc. [38,68,139,167]. However, in such cases
a higher demand is put on the computational resources since the size is increased of the under-
lying matrix system that determines the source functions.

The surface integral technique presented in this section can also be used where the interfaces
of the problem at hand is not everywhere described by a mathematical function. In such cases
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Fig. 10. Contour plots of the intensity of the light scattered by a (left) metal [¢(w) = —17] and
(right) glass [e(w) = 2.25] cylinder placed in vacuum (go = 1). Light of p-polarization and wavelength
A = 405 nm was incident on the cylinder from above in the form of a beam of width w = 15\. The
radius of the circular cross-sections of the cylinders was R = 5A. The surfaces were discretized by
N = 1901 points. The color scale is defined so that red corresponds to high intensity and blue to low
(and black to zero intensity). (After Ref. [45].)

Fig. 11. The same as the left panel of Fig. 10, but now the scattering geometry consists of three
identical metal cylinders arranged in an equilateral triangular pattern in vacuum. Note, in particular,
the complex interference pattern in the gap between the cylinders. (After Ref. [45].)

the initial integration over the surface cannot be converted into an integration over x; like was
done in Eq. (125). Instead one must keep the original integration over the surface by taking
advantage of a parametric representation of the interface. We will not go into this here, but
instead refer the interested reader to the literature [45,62,63]. Moreover, we in Figs. 10 and 11
present some simulation results that can be obtained for the scattered field by using the surface
integral technique.

4.10.2 Remarks on the accuracy of the numerical simulation approach

The numerical approach described above is formally exact since no approximations have been
introduced. It is therefore in principle applicable to scattering from surfaces of any roughness.
It has proven useful in many situations, and serve today as a standard, and invaluable, tool for
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rough surface scattering studies. This is in particular true for scattering from strongly rough
surfaces where it represents the only rigorous available method at present.

Even if this approach is formally exact, it has some practical limitations. Imagine a weakly
rough metal surface that is illuminated by p-polarized light. In this case the incident light can
excite surface plasmon polaritons that will propagate along the rough surface. The mean free
path of these surface plasmon polaritons can rather long for weakly rough surfaces.

In computer simulations we are not able to represent infinitely long surfaces due to the
limited amount of computer memory. Instead we are restricted to surfaces of finite length. To
avoid essential contributions to the simulation results from artificial scattering processes, like
edge effects,?? the length of the surfaces needs to be long. In order not to compromise the
spatial resolution used in the simulations, big demands on computer memory and CPU-time
is a consequence. This sets a practical limit for the use of rigorous numerical simulations for
weakly rough surfaces. However, for such kind of roughness, perturbation theory, where we
by construction are using surfaces of infinite length, are adequate and accurate as discussed
earlier. The present limitation of the rigorous numerical simulation approach should therefore
not represent a too severe restriction from a practical point of view.

In the introduction to Sec. 4.10, it was mentioned that non-rigorous numerical simulations
can be based directly on the reduced Rayleigh equation (Sec. 4.5). The advantage of using a
non-rigorous, over a rigorous, approach is that the former approach can handle much longer
surfaces than the latter with the same use of computer memory [97,98]. Hence, the numerical
solution of the reduced Rayleigh equation approach has the potential of reducing edge effects
that are important for weakly rough surfaces supporting surface waves. The accuracy of this
non-rigorous approach is obviously restricted to surfaces for which the Rayleigh hypothesis is
valid. Therefore, it can not be applied to surfaces of arbitrary roughness, but it is valid for
surfaces that practically can not be treated within perturbation theory. A direct numerical
solution of the reduced Rayleigh (integral) equation can, therefore, be looked upon as bridging
the gap between perturbation theory and rigorous numerical simulations.

5 Physical phenomena in electromagnetic wave scattering from randomly
rough surfaces

Wave scattering from randomly rough surfaces has a long history in science [16,17,19,20]. In
the overall majority of theoretical studies conducted up to the early 1980s, single-scattering
approaches were used [25-30,32-39,41]. However, around this time scientists started to get
interested in the effects and consequences of incorporating multiple-scattering events into the
theories. It created a lot of excitement in the field when new and interesting multiple scat-
tering phenomena were either predicted theoretically and/or observed in experiments. During
the period of time that has passed since the early 1980s, multiple scattering effects from ran-
domly rough surfaces have attracted much attention from theorists and experimentalists alike,
and today the research in this field is concentrated mainly around different kinds of multiple
scattering effects and various inverse scattering problems [33—41].

It ought to be mentioned that several of the effects that will be discussed in this section are
not unique to surface scattering. In fact, several of them have their analogies in light scattering
from volume disordered systems [12,27,28,151-153].

In the present section, we aim at discussing some of the new multiple scattering effects that
might take place when electromagnetic waves are scattered from a randomly rough surface. The
technical details on which the present section rely, were mainly outlined in the previous section,
so unnecessary technical details have here been avoided whenever possible. Hence, most of the
presentation is keep at a phenomenological, and hopefully pedagogical, level. However, as a
service to the more technical oriented readers, an extensive reference to the original literature
has been made.

22 Edge effects may become important when, for instance, surface plasmon polaritons are scattered
from the edges of our (finite length) surface.
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Fig. 12. An atomic force microscopy (AFM) image (512 x 512 pixels) of a cold-rolled aluminum alloy
sheet. Notice the pronounced anisotropy of the surface due to the rolling process under which it was
manufactured. The direction of the grooves is along the rolling direction. From the AFM topography
data it was shown that this surface shows self-affine scaling over three orders of magnitude ranging in
scale from 50 nm up to 50 um. The Hurst exponents were found to be H = 0.80 £ 0.05 perpendicular
to the rolling direction, and H = 0.5 along it. (After Ref. [75].)

5.1 Scattering from self-affine surfaces

Even though the overall majority of material that will be discussed in this section will be
devoted to multiple scattering effects, we will start by presenting some results where single-
scattering often is adequate for the description of the phenomenon and where analytic results
can be obtained. Moreover, this example partly serves to show that single scattering theories
can still give rather interesting and non-trivial results.

In Sec. 2.2 we introduced the concept of self-affine surfaces. Such surface are abundant in
nature, and can be found in both natural and man-made systems [77,154-158,160,161]. For
instance, the surface of fractured silica glass is self-affine [158], and the same applies to the
surfaces produced by fracturing many other materials [155,159]. A specific example of a man-
made system that shows self-affine scaling is a cold-rolled aluminum plate (alloy sheet) [75]
(Fig. 12).

Self-affine surfaces show so-called scale invariance (Sec. 2.2), and this invariance is char-
acterized by the Hurst (or roughness) exponent, H (0 < H < 1). To see what this means,
let us consider two distinct points at the surface, say, (z1,((z1)) and (2}, {(z})). The lat-
eral separation between these two points is Az; = 1 — 2, and the vertical separation is
A((Azy) = ¢(z1) — ¢(x]). Assume now that the lateral separation is changed, i.e. rescaled, so
that Azy — AAx;, where A > 0 is a positive constant. What is then known about the verti-
cal height difference, AC(AAz)? If the surface is self-affine, it then follows from the defining
properties of a self-affine surface, Eq. (15), that

AC(AAzy) ~ AT AC(Azy), (139)

where ~ is used to indicate “being statistical equal to”. So changing (or rescaling) the lateral
separation from Az, to AAx; with a suitable choice for A, has the consequence that the vertical
height difference is changed from A((Az;) to A A¢(Ax,) if the surface x3 = (1) is self-affine.
In other words, if one knows the properties of the surface at one single length scale, then the
properties at all other length-scales for which the surface respects self-affine scaling can be
obtained by a trivial rescaling according to Eq. (139). This is the essence of scale-invariance,
and this concept is rather powerful as will be seen below.

An important length-scale for self-affine surfaces is the so-called topothesy, £. It signifies the
(lateral) scale below which the surface shows fractal properties (and above, non-fractal) [77].
From the knowledge of H and ¢ (as well as the upper and lower cutoffs of the scaling regime,
&+ ), many of the important physical properties of the systems can be inferred.



Optics of Surface Disordered Systems 49

We will now look into what consequence the knowledge of a surface being self-affine (and
therefore scale-invariant) has on the angular distribution of the light scattered from it. For sim-
plicity, we will in the following consider the scattering from a perfect electric conductor (PEC)
and we will assume that the incident light is s-polarized. Under these assumptions, the scattering
problem can be solved in close form within a single scattering (Kirchhoff) approximation [141].
This is achieved by taking advantage of R(g|k) being expressed in closed form within the Kirch-
hoff approximation and that the average, <|R(q|k)|2>, can be calculated analytically since the
probability distribution function, p(A({, Axy), of a height difference A( over an window Az
is known analytically (see Eq. (19)) for a self-affine surface. The detailed derivation of the ex-
pression for the mean differential reflection coefficient is given in Refs. [162,163], and it reads

(1 0.+6 )
<3R8>: a~ (=1 cos% Lon (\/itan 3 ")’ (140a)

00, V2 cos b cos3 @ atr1
with
0;+6 0, —0
a= ﬂ%ﬁcos ; % cos 5 9 (140b)

where, 5 and 6y, as usual, denote the angles of scattering and incidence, respectively. In writ-
ing Eq. (140a), the centered symmetrical Lévy stable distribution [164] of exponent a was
introduced
1 > . o
Lo (x) / dk ek eIkl (141)
— 0o

T oor

It should be noticed that in Eqgs. (140) the wavelength of the incident light, A = 27 /(w/c),
only enters via the combination (¢/ /\)1’% which appears both in the prefactor and in the
argument of the Lévy distribution. This quantity can be geometrically regarded as s(\)Y/
where s(Az;) = (¢/Axy)!~H is the typical slope of the surface over the length scale Ax;.
The behavior of the scattered intensity is thus entirely determined by this typical slope over a
wavelength, s(\), and the roughness exponent H. Moreover, it can be demonstrated that the
features of the scattered intensity is strongly dependent on these parameters indicating a clear
“self-affine footprint” in the scattered intensity.

The analytic expression for the mean differential reflection coeflicient of a self-affine surface,
Eq. (140a), was obtained within a single-scattering approximation (the Kirchhoff approxima-
tion). Hence, it is important to know how well such an approximation can represent the angular
intensity distribution of the light scattered from a self-affine surface.

To look into this, we in Figs. 13 compare the prediction of Egs. (140) for the mean differential
reflection coefficient for a self-affine surface (dashed lines), to what can be obtained from rigorous
computer simulations (solid lines) and experimental measurements (open symbols). The exper-
imental measurements were performed on an industrially cold-rolled aluminum plate similar to
what is shown in Fig. 12. The wavelength of the light used in the experiments was A = 0.6328um
at which wavelength the dielectric function of aluminum is e(w) = —56.15+¢20.92 [165]. Prior to
the optical measurements the surface topography was characterized by AFM measurements and
found to show (anisotropic) self-affine scaling consistent with a Hurst exponent H = 0.80+0.05
perpendicular to the rolling direction and H ~ 0.5 along it [160,166]. Moreover, the slope (over
a wavelength) was found to be s(A) = 0.11 £ 0.01 which corresponds to a topothesy of about
£ =~ 4.4-107°) [160,166]. In the experiments the incident light illuminated only a thin strip
of the surface in a direction perpendicular to the rolling direction (the grooves) of the surface.
This was done in order to imitate a one-dimensional roughness.

The results of Figs. 13 indicate that there is a very good agreement between the analytic,
numerical and experimental results. For the analytic and numerical results the surface parame-
ters were assumed to be those obtained from the AFM measured topography, i.e. H = 0.80 and
s(A) = 0.11. The observed discrepancy between the analytic and numerical/experimental re-
sults, mainly caused by neglecting multiple scattering, starts to become significant only for the
largest scattering angles where the scattered intensity already is one to two orders of magnitude
lower than the maximum value. Hence, the analytic (single-scattering) expression, Eqgs. (140), is,
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Fig. 13. The mean differential reflection coefficient, (0Rs/00s), vs. scattering angle, 0, for an alu-
minum self-affine surface of the type shown in Fig. 12 in log-linear (main panels) and linear-linear
scales (insets). The incident light, of wavelength A = 0.6328 um, was s-polarized and was incident onto
the cold-rolled aluminum surface at angles of incidence (left) o = 0° and (right) 8y = 65°. The open
circles represent the experimental scattering data obtained for the rough aluminum surface. The solid
lines are the results of rigorous numerical Monte Carlo simulations for the mean DRC of a self-affine
aluminum surface of Hurst exponent, H = 0.78, and topothesy, £ = 2.79 x 107" m = 4.4 x 10~® \. For
the surface length we assumed L = 63.28 um = 100 that was discretized at M = 1024 evenly distrib-
uted points. For the dielectric constant of aluminum at the wavelength of the incident light we used
e(w) = —56.15 + 920.92 [165]. The simulation results were obtained by averaging over N = 1500 inde-
pendent surface realizations. For the incident light we used a finite sized beam of half width g = 6.4 ym.
The dashed lines are the prediction of Egs. (140) assuming the same roughness parameter and topothesy
as for the surfaces used in the rigorous simulations. Notice, since Egs. (140) assume a perfect conducting
surface that the normalization of the simulation results and the analytic approximation differ. Since the
experimental data were obtained using arbitrary units, we have adjusted them by a constant amplitude
to be able to be compared to the simulation and analytic results. (After Ref. [166].)

at least for the parameters used here, well suited for describing the scattering from a self-affine
metallic surface.

It should be noted that the agreement between the rigorous computer simulations and the
experimental data is very good. For normal incidence, the agreement covers almost three orders
of magnitude in intensity. Given that the surface is an industrially fabricated surface that is
not manufactured in a controlled way, the agreement is no less than surprisingly good. Such
results may pave the way for using the analytic expression (140) in a successfully, non-contact
optical approach to the determination of self-affine parameters like the Hurst exponent and the
topothesy. An optical approach to the determination of self-affine parameters, as compared to
the more traditional contact approaches [71,77-79], is that the former is fast and can analyze
larger surface areas.

5.2 Coherent effects in multiple-scattered fields: Weak localization of light on a randomly
rough surface

In 1985, McGurn, Maradudin, and Celli [124] predicted theoretically the existence of what later
has been known as the enhanced backscattering phenomenon in surface scattering. This phe-
nomenon expresses itself as a well-defined peak in the retroreflection direction of the angular
dependence of the light scattered incoherently from a rough surface. The authors of Ref. [124]
were the first to report on a multiple scattering effect in the area of electromagnetic rough
surface scattering. The enhanced backscattering phenomenon [124,167] is an example of what
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Fig. 14. Perturbative calculations of the mean differential reflection coefficient of the incoherent com-
ponent of the light scattered from a randomly rough silver surface using small-amplitude perturbation
theory (SAPT) and many-body perturbation theory (MBPT). For the SAPT curves, the mean DRC
was calculated consistently to 4th order in the surface profile function (c.f. Eq. (92a)). The angles
of incident of the light of wavelength A = 457.9nm were (a) 6o = 0° and (b) 6o = 20°. The dielec-
tric constant of silver at this wavelength is e(w) = —7.5 + 40.24. The surface was characterized by a
Gaussian height distribution of rms-height 6 = 5nm and a Gaussian height-height correlation function
of correlation length a = 100 nm.

is known as a coherent effect in the multiple scattered field. Subsequently other coherent phe-
nomena were predicted, like, enhanced transmission [171], enhancements due to the excitations
of magnetoplasmons [177,179], satellite peaks [175,176], and enhanced forward scattering [173].

5.2.1 Enhanced backscattering

The backscattering enhancement phenomenon will be discussed fist. Since the mechanisms that
give rise to it are different for weakly and strongly rough surfaces, they will be treated separately.
The scattering system that will be considered is depicted in Fig. 8 and consists of a single rough
vacuum-metal interface.

In 1985, McGurn, Maradudin, and Celli [124] predicted based on a perturbation theoretical
study, that also in the retroreflection (anti-specular) direction of the angular dependence of
the mean differential reflection coefficient (DRC) there might be an enhancement. This effect,
known today as enhanced backscattering, manifest itself as a well-defined peak in the retrore-
flection direction of the angular dependence of the intensity of the light that has been scattered
incoherently from the random surface.

In the original paper of McGurn et al. [124], the calculation of the enhanced backscattering
peak was carried out for p-polarized light scattered from a weakly rough silver surface. Their
calculations, based on a many-body perturbation theory, took into account multiple scattering
events in the calculation of the intensity scattered incoherently by the surface. In Figs. 14 we
present perturbative results for the incoherent component of the mean differential reflection
coefficient for p-polarized light incident at angles 6y = 0° (Fig. 14(a)) and 6y = 20° (Fig. 14(b))
on a rough silver surface. These results were obtained by using small-amplitude perturbation
theory (Sec. 4.6) and many-body perturbation theory (Sec. 4.8). Terms to 4th order in the
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Fig. 15. Diagrams showing two of the scattering events that give rise to the enhanced backscattering
peak phenomenon for weakly rough surfaces by interfering constructively.

surface profile function were included for the mean DRC which is enough to include all double
scattering processes. The wavelength of the incident light was A = 457.9nm, and the dielectric
constant of silver at this wavelength is (w) = —7.5 4 0.24 [165]. The surface was assumed to
be characterized by a Gaussian height distribution and the height-height correlation function
was also of the Gaussian type. The root-mean-square (rms) height of the surface was § = bnm
while the correlation length was a = 100nm. From Figs. 14 we observe that the two perturbation
theories give consistent results, but more importantly, they both produce well-pronounced peaks
at the retroreflection directions, 8, = —#y. It should be stressed that it is the incoherent
component of the mean DRC that is plotted, so that the peak seen, say, at 85 = 0° in Fig. 14(a),
is no specular effect?? since no contributions from specular scattering have been included. That
this is indeed the case should be apparent from the position of the enhanced backscattering
peak when the angle of incidence is 6y = 20° (Fig. 14(b)).

What is the origin of the enhanced backscattering peak phenomenon? It was quickly realized
that it had to be caused by multiple scattering since it had not been seen earlier when using
single scattering theories. It turned out that the origin of the effect lies in the interference
between a multiple scattered path with its reciprocal partner [65,124]. To illustrate this, let
us consider the double scattering path shown in Fig. 15(a). Here an incident wave excites,
via the roughness, a surface plasmon polariton (SPPs)that propagates along the surface. At
the next scattering event this SPP is converted back into a volume electromagnetic wave that
propagates away from the surface. This path has a reciprocal partner (Fig. 15(b)) where the
scattering takes place from the same scattering centers on the rough surface, but now in the
opposite order. For the backscattering direction these two paths will have exactly the same
amplitude and phase, i.e. they will be coherent, and interfere constructively (see Sec. 5.2.3 for
mathematical details). However, as we move away from the backscattering direction, the two
paths soon become phase incoherent so that their intensities just add. Thus, due to the inter-
ference nature of the enhanced backscattering peak, the intensity at the position of the peak
should in the absence of single scattering be twice that of its background due to the cross-
terms (interference terms) originating from the square modulus of the sum of the amplitudes
needed in order to calculate the intensity. However, notice that it is not uncommon that single
scattering gives considerable contribution to the mean differential reflection coefficient of the
light scattered incoherently from the surface. In such cases, the height of the peak is not twice
that of its background.

To show that multiple scattering indeed is the origin of the enhanced backscattering phe-
nomenon, we show in Fig. 16 the different contributions to the incoherent component of the
mean DRC obtained from Eq. (92a) that is a result from small-amplitude perturbation theory.
We recall that the first term of this equation is the single scattering contribution (the 1-1
term), i.e. it is of 2nd order in the surface profile function {(x1). The next two terms are both
double scattering contributions that are 4th order contributions in the surface profile function.
The last term in Eq. (92a) contains a single and third order scattering process (the 3-1 term).
From Fig. 16 it is seen that the single scattering contribution is a smooth function of the angle
of scattering, and the same holds true for the 3—1 term. However, Fig. 16 shows clearly that

23 Recall that for normal incidence the specular and anti-specular directions coincide.
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Fig. 16. The same as the SAPT curve from Fig. 14(b), but now in addition to the total (4th order)
contribution to the incoherent component of the mean DRC also the separate contributions from
Eq. (92a) are included. These contributions are the single scattering 1-1 term, Eq. (92b), the 2-2
double scattering term, Eq. (92¢), and finally the (negative of the) 3-1 term, Eq. (92d). Notice that the
enhanced backscattering peak comes from the 2-2 term, i.e. from the double scattering contribution.

the peak stems from the double scattering contribution (the 2-2 term), i.e. it comes from the
second and third terms of Eq. (92a). In a diagrammatic language the 2-2 term comes from the
maximally crossed diagrams (see e.g. Ref. [124]) (see also Refs. [38,181,182]).

It should be noted that even if we earlier only included fully the lowest order multiple
scattering process (double scattering), higher order processes will not change the statement
that the enhanced backscattering phenomenon is caused by multiple scattering through the
constructive interference between a scattering path with its reciprocal partner [108].

The enhanced backscattering effect from weakly rough vacuum-metal surfaces was observed
in experiments by West and O’Donnell [65] in 1995 in the scattering of p-polarization light from
a rough gold surface of roughness § = 10.9nm (Figs. 17). The power-spectrum used in these
experiments was of the rectangular type also known as the West-O’Donnell power-spectrum
(see Eq. (9)). The remaining parameters used in the experiments are defined in the caption
of Figs. 17 where also the experimental results are reproduced. For the two smallest angles
of incidence well-defined peaks around the retroreflection direction are seen in the experimen-
tal results. The reason that no backscattering peak is seen for the largest angle of incidence
(fp = 18°) is that the power-spectrum does not allow the incident light to couple to SPPs. More-
over, in Figs. 17 the experimental data are compared to results obtained from small-amplitude
and many-body perturbation theory, and satisfactory agreement is observed.

For weakly rough surfaces we just argued that the origin of the enhanced backscattering
effect involves surface plasmon polaritons. In s-polarization, a rough (one-dimensional) vacuum-
metal interface cannot support such surface waves (see Sec. 3.4). Hence, one does not expect
to see any backscattering peak for this polarization for weakly rough surfaces. This is indeed
seen from Figs. 18 that present numerical simulation results for the incoherent component of
the mean DRC for p- and s-polarized incident light obtained on the basis of the solution of the
reduced Rayleigh equation satisfied by the scattering amplitude [89,98]. The power spectrum
used for the surface roughness was again of the rectangular (West-O’Donnell) type, and it was
defined by the parameters k_ = 0.782(w/c) and k; = 1.336(w/c).

From Fig. 18(a) one also observes that the enhanced backscattering peaks do not exist (in
p-polarization) for all angles of incidence, e.g., for 8y = 20°. For the SPPs mediated multiple
scattering process to take place (Figs. 15), it must be possible for the incident light, of lateral
wavenumber k = (w/c)sinfp, to couple into rightward (+) and/or leftward-propagating (—)
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Fig. 17. Experimental results (blue lines) for the incoherent component of the mean differential re-
flection coefficient, (OR,/00s),,..1» @5 a function of the angle of scattering, 0. P-polarized light of
wavelength A = 612.7nm was incident on the surface at three different angles of incidence: 6y = 0°
(Fig. 17(a)), 6o = 10° (Fig. 17(b)) and 6y = 18° (Fig. 17(c)). The one-dimensional random gold
surface (¢(w) = —9.00 + ¢1.29) had a roughness § = 10.9nm and was characterized by a rectangular
(West-O’Donnell) power-spectrum of parameters (parameters k— = 0.82(w/c) and k4 = 1.29(w/c). The
experimental results are compared to perturbative results obtained by small amplitude perturbation
theory (SAPT; red lines) and many-body perturbation theory (MBPT; green lines). (Adapted after
Ref. [65].)

SPPs of wavenumber +k,p,(w). From the discussion in Sec. 4 it follows that this is only possible
if g(] £ kspp(w) — k|) # 0, or if the angle of incidence (6p) is smaller in absolute value than the

critical angle
Oyraw = sin! (kspp(‘”) - k‘) . (142)
w/e

Furthermore, it is straightforwardly shown that only for || < 6,,4. is out-coupling of SPPs
into propagating waves possible. With the parameters assumed in the simulations presented in
Figs. 18, one finds 0,,x = 17°, and this is the reason why no enhanced backscattering peak is
seen in Fig. 18a when 6y = 20°. For the same reason, but with a slightly different value for 6,,,4,,
no enhanced backscattering peak was seen in the experimental results, shown in Figs. 17, when
6o = 18°. Moreover, the explanation for the rapid drop in intensity of p-polarized scattered
light just outside 65 = 460,44, is that here out-coupling of SPPs into propagating waves is
forbidden. For s-polarization (Fig. 18(b)), for which SPPs are not supported by the scattering
geometry, there is nothing special about the scattering angles around =+6,,,, (and the mean
DRC is smooth), and in particular, no enhanced backscattering peaks are observed.

Figs. 18 also show pronounced increase in the values of (OR,/00,);, .., for some (large)
scattering angles in the range |0;| > 0,4 (for 6y = 0° located at §s = +51.4°). This has nothing
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Fig. 18. The incoherent component of the mean differential reflection coefficient, (OR, /90s),,, .., for
(a) p- and (b) s-polarized plane wave incident from vacuum on a rough silver surface at wavelength
A =4579nm (e(w) = —7.5+ 0.24¢) and an angle of incidence 0y as given by the legends. The rough
surface (of length L = 200\) had a Gaussian height distribution of rms-height 10nm, and the a
rectangular (West-O’Donnell) power spectrum of parameters k = 0.782w/c and k4 = 1.366 w/c. The
vertical dotted lines indicate the backscattering directions. The results were averaged over 10,000
realizations of the surface roughness. For p-polarized light, incident at an angle |0y| < Omax = 17°, the
enhanced backscattering peaks are readily observed in the diffusely scattered light. Notice the difference
in amplitude between the two sub-figures. (Adapted after Ref. [89].)

to do with SPPs, nor with multiple scattering, but is instead a consequence of single scattering
(and the actual power spectrum parameters used). Moreover, this effect is observed for both p-
and s-polarization, indicating that SPPs can not be involved. According to Egs. (92a) and (92b),
incident light of lateral wavenumber k& and any polarization, can, by single scattering only, be
coupled to propagating scattered light of lateral wavenumber g, if, and only if, g(|]¢ — k|) is non-
zero. With the power spectrum assumed here this is possible when |¢ — k| > k_. For instance,
when the angle of incidence is 8, = 10°, the above relation predicts that single scattering
is allowed for angles of scattering for which 6, > 72.8° and 0, < —37.4°. Conversely, in the
interval —37.4° < 05 < 72.8° single scattering is forbidden due to the form (and parameters) of
the power spectrum. From Figs. 18, it is observed that it is just outside this angular interval



56 The European Physical Journal Special Topics

0 20 40 60 80
0, [deg]

-20 20 40 60 80 - - - -20

0
0 [deg]

s

Fig. 19. Rigorous computer simulation results for the angular dependence of the mean differential
reflection coefficient for p- (left column) and s-polarized (right column) incident light that was scattered
from a strongly rough silver surface. The wavelength of the incident light was A = 0.6127 ym for which
the dielectric constant of silver is e(w) = —17.2 + 0.498. The angles of incidence of the light were
0o = 0° (Figs. 19(a) and (b)); o = 20° (Figs. 19(c) and (d)); and 6y = 40° (Figs. 19(e) and (f)). The
vertical dashed lines indicate the location of the backscattering direction, s = —0y. The strongly rough
surface was characterized by a Gaussian height distribution of rms-height § = 1 ym and the transverse
correlation length for the Gaussian correlated surface was a = 2 um. The length of the surface was
L = 25.6 pm and a finite sized beam of width g = 6.127 um was used in the simulations. The number of
discretization points was N = 500. The numerical results were all based on an ensemble average over
N¢ = 10,000 realizations of the randomly rough surface.

(when 6y = 10°) that the sudden increase in (OR, /00s),,.,, takes place. Similar arguments to
those just given apply for other angles of incidence.

Strongly rough surfaces

Strongly rough surfaces will now be considered. In order to conduct theoretical and numeri-
cal studies of the enhanced backscattering phenomenon for such surfaces we have to resort
to rigorous numerical simulations (Sec. 4.10). In Figs. 19 we present the results of such
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Fig. 20. Diagrams showing two double scattering paths that for strongly rough surfaces contribute to
the enhanced backscattering peak phenomenon by interfering constructively whenever 6y = —0;.

simulations for the angular dependence of the incoherent component of the mean DRC for p-
and s-polarized light of wavelength A = 0.6127 pm incident on a rough vacuum-metal surface of
rms-height § = 1 ym. The correlation length for the Gaussian correlated surface was a = 2 ym.
The main difference between these results (Figs. 19) and those obtained for the weakly rough
surfaces (Figs. 18) is that we now also observe an enhanced backscattering peak in the case of
s-polarization. So what is the reason for this difference between weakly and strongly rough sur-
faces when it comes to the backscattering phenomenon? The explanation lies in the mechanism
causing the backscattering peak for strongly rough surfaces [66,168-170]. Since the excitation
of surface plasmon polaritons is weak for strongly rough surface, it is unlikely that the reason
for the backscattering peak is caused by this type of surface waves. Such a mechanism could
not in any case explain the presence of the backscattering peak observed for s-polarization.
Instead the backscattering peak for strongly rough surfaces arises due to the constructive inter-
ference between multiple scattered volume paths like those shown, for instance, in Figs. 20. In
this case, no surface waves are excited, but instead the multiple scattering takes place within
the valleys of the strongly rough surface. Similar to the weakly rough case, the two paths of
Figs. 20 will interfere constructively in the backscattering direction. Since this mechanism does
not involve any surface plasmon polaritons, there is no reason why the backscattering phenom-
enon should not show up also in s-polarization from strongly rough surfaces. In fact as can be
seen from Fig. 19(c) and (d), the backscattering peak in s-polarization is as pronounced as for
p-polarization. Observe also that the energy scattered incoherently, which for strongly rough
surfaces is close to the total scattered energy, is of roughly the same order for both polarizations.
This is in contrast to the situation found for weakly rough surfaces (Fig. 18).

The enhanced backscattering phenomenon from strongly rough surfaces was experimental
confirmed (Fig. 21) as early as 1987 by Méndez and O’Donnell [168]. This was just two years
after backscattering enhancement was prediction theoretically for weakly rough surfaces by
McGurn et al. [124]. These results were the first experimental evidence of enhanced backscat-
tering for any surface discorded system.

In passing, we would like to add that for scattering geometries supporting also transmission,
a similar effect to the enhanced backscattering may also exist in transmission [38,171,172,180].
This phenomenon — known as enhanced transmission — is also a multiple scattering effect,
and its physical origin is analogous to that of enhanced backscattering. Moreover, enhanced
transmission has also been observed experimentally [172].

5.2.2 Satellite peaks

The backscattering phenomenon discussed in the previous subsection is not the only multiple
scattering effect that might exist when light is scattered from a randomly rough surface. An-
other such effect is the existence of so-called satellite peaks predicted in 1994 by Freilikher,
Pustilnik, and Yurkevich [175]. Satellite peaks are enhancements in the angular distribution
of light scattered incoherently from scattering systems that supports more the one surface
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Fig. 21. The experimental measurements of Méndez and O’Donnell [168] showing the first observation
of the enhanced backscattering phenomenon in the domain of rough surface scattering. The strongly
rough aluminum surface obeyed Gaussian statistics and was characterized by a correlation length
a = 1.8 um and an rms-height in the range § = 1-2 um (the precise value not known). The incident
light was s-polarized, its wavelength was A = 632.8 nm, and the polar angle of incidence was 6y = —20°.
The data shown are for in-plane (blue o) co-polarized (s — s) scattering; and (red +) cross-polarized
(s — p) scattering. (Adapted after Ref. [168].)
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Fig. 22. A sketch of a film scattering geometry that supports guided waves and that may give rise to
satellite peaks in the angular dependence of the scattered light.

[175-177,179] or guided wave [97,98,178,180-182]. As will be shown in detail in Sec. 5.2.3, they
are not caused by interference between reciprocal paths as was the case for the backscattering
phenomenon, but instead by interference of nonreciprocal paths. These enhancements should
occur for scattering angles that are located symmetrically with respect to the position of the
enhanced backscattering peaks that the scattering system also gives rise to. In Section 5.2.3
a detailed mathematical derivation of the angular positions of the satellite peaks will be
given.

To illustrate this phenomenon, let us study the specific film scattering geometry shown
in Fig. 22. For the satellite peaks phenomenon to exist for a film geometry, one or both of
the interfaces will have to be rough, and it is not important which one [38,39,97,98,180,182].
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Fig. 23. The contribution to the mean differential reflection coefficient from the incoherent component
of the scattered light (OR, /00),, ., as a function of the scattering angle 6 when an s- (Fig. 23(a)) or
p-polarized (Fig. 23(b)) plane wave of wavelength A\ = 632.8 nm was incident normally (6o = 0°) on
the film scattering geometry shown in Fig. 22. The dielectric constant of the film at the wavelength of
the incident light was e(w) = 2.6896 + ¢0.01, and the mean thickness of the film was d = 500 nm. The
semi-infinite medium which the film was ruled on was a perfect conductor. The surface profile function
¢(z1) of the film-conductor interface was characterized by a Gaussian surface height distribution of rms-
height 6 = 30nm and a West-O’Donnell power spectrum defined by the parameters k_ = 0.82(w/c)
and ky = 1.97(w/c). The length of the surface used in the simulations was L = 160X and the results
were obtained after averaging over N = 3,000 realizations of the surface profile function. The dashed
vertical lines indicate the estimated positions of the satellite peaks (see Ref. [98] for details). The
results were obtained by numerical simulations based on the reduced Rayleigh equation. The data in
Fig. 23(b) have been smoothed (with an 11-point Gaussian filter) to make the positions of the satellite
peaks more apparent. (After Ref. [98].)
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Fig. 24. The same as Figs. 23, but now for an angle of incidence of 8y = 5°. (After Ref. [98].)

For the geometry of Fig. 22 the lower interface is rough and the upper is planar. The lower
semi-infinite medium is assumed to be a perfect conductor, the film consists of a dielectric
medium characterized by a dielectric constant e(w), while the incident medium is assumed
to be vacuum. In Figs. 23 and 24 we show the results of numerical simulations for the mean
differential reflection coefficient in the case of s- or p-polarized light incident on the surface at
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an angle of incidence 6y = 0° (Figs. 23) and 6y = 5° (Figs. 24), respectively. The remaining
surface parameters are given in the caption of Figs. 23.

In the case of s-polarization, and normal incidence, the scattering system of mean film
thickness d = 500 nm supports two satellite peaks, while in the case of p-polarization it can
at most support six such peaks [98]. The positions of these peaks are indicated by dashed
vertical lines in Figs. 23. From Fig. 23(a) the two satellite peaks that the scattering system
supports are easily distinguished from the background. However, from Fig. 23(b) one sees that
only four out of the six possible peaks can be observed. There are two reasons why some of
these satellite peaks may not be observable: First, some of them may lie in the non-radiative
part of the spectrum, and are therefore not even in principle observable. Second, their strength
might be too low to be observable [97,98], i.e. one (or both) of the channels involved in the
interference process that gives rise to the satellite peaks might have too low intensity [97,98] (see
Sec. 5.2.3).

It can be shown (result not shown) that by reducing the thickness of the film, and thus
reducing the number of guided waves that the system supports, say to one, all the satellite
peaks vanish while the enhanced backscattering peak is still present [182]. In an analogous way,
if the film thickness is increased, more than two satellite peaks might be seen [182].

When the light is incident on the film geometry at an angle 6y # 0°, one observes from
Figs. 24 that the satellite peaks move, but are located symmetrically around the backsscattering
(anti-specular) direction.

The satellite peak phenomenon has not been observed experimentally for the kind of scat-
tering geometry that we considered here. However, this effect was experimentally observed in
a related geometry allowing light scattering by double passage through a strongly diffusing
system [183]. In this experimental study both enhanced backscattering and satellite peaks were
observed, but also dips.

5.2.3 A formal approach to enhanced backscattering and satellite peaks

In the previous two subsections (Secs. 5.2.1 and 5.2.2) the enhanced backscattering and satellite
peak phenomena were discussed. In the present subsection a more detailed analysis and formal
approach towards these two phenomena will be presented. In particular we will determine at
which angular positions the peaks can be expected.

Let us consider a general film scattering system, where at least one of the interfaces are rough
and where one example of such a system is provided in Fig. 22. Depending on the (average)
thickness of the film, the scattering system supports N > 0 guided waves at the frequency, w,
of the incident light. The wavenumbers of these modes, or “channels” as some authors prefer
to call them, will be denoted by ¢, (w) where n = 1,... N. Through the surface roughness the
incident light may couple to these guided waves.

In Fig. 25 we show two general double scattering paths?* where the scattering takes place
at the same scattering centers, but in the reverse order. Such paths will in general be phase
incoherent due to the randomness of the rough surface. However, we will now look into if there
are particular angles of incidence and scattering for which these two paths are phase coherent,
i.e. have zero phase difference. To this end, let us start by assuming that path ABCD goes
through channel m and path ACBD through the n-channel. The phase difference between these
two paths can then be expressed as [38]

Appm =rpc - (ko + ki) + [rpo| [gn(w) — gm(w)] - (143)

Here ko and kg are the wave vectors of the incident and scattered waves, respectively, while
rpc is the (vector) distance from point B to C. According to its definition, we will have phase
coherence when this phase-difference is zero, i.e. when A¢,,,, = 0. Now let us consider separately
two cases: (¢) n = m and () n # m. In the first case, the last term in Eq. (143) is zero with

24 We here consider double scattering for simplicity. Higher order scattering processes can be treated
the same way, but doing so will not change the main conclusions.
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Fig. 25. Illustration of two double scattering sequences occurring in the scattering of electromagnetic
waves from a bounded system that supports more the one guided (or surface) wave.

the consequence that one has phase coherence if ky = —ky. This condition is obviously what
gives rise to the enhanced backscattering phenomenon. In the second case, when m # n, the
last part of Eq. (143) does not vanish. The condition for phase coherence then becomes [38,180]

1
sinf, = —sinfy £ ——— |gu(w) — gm ()] - (144)
go(w) w

In this equation we have also allowed for the case m = n since it naturally includes the position
of the backscattering peak. Hence, Eq. (144) defines the angles for which peaks due to both the
enhanced backscattering and satellite peak phenomena are expected in the angular dependence
of the light scattered incoherently from the randomly rough surface. The angle obtained for m =
n is the position of the backscattering peak, while the angles obtained for m # n correspond to
satellite peaks. The reader should check that the angles obtained from Eq. (144) fit the position
of the satellite peaks shown in Fig. 23. The values for g,(w) can be found in Refs. [97,98].

5.3 Enhanced forward scattering (enhanced specular peaks)

The enhanced backscattering and satellite peak phenomena that may exist when light is
scattered from randomly rough surfaces were predicted in the 1980s and 1990s, respec-
tively [124,175]. A more recently discovered multiple scattering effect that can exist in rough
surface scattering is the so-called enhanced forward scattering (or enhanced specular peak)
phenomenon that we will introduce and discuss in this section.

The phenomenon was first predicted in 2001 by K.A. O’Donnell based on a high-order (eight
order) perturbation theory [173]. This author demonstrated that the intensity of p-polarized
light that is scattered incoherently (diffusely) from a weakly rough random metal surface can,
under certain conditions, in addition to the backscattering enhancement also show a peak
(local enhancement relative to that of the background) in the specular direction 6, = 6y (Figs. 28
and 29).

For the above reason, O’Donnell coined the term “enhanced specular peaks” for the phe-
nomenon. It should be stressed, however, that these peaks are not due to coherent (specular)
scattering effects, but instead are features present in the incoherent component of the scattered
light. To avoid potential confusion, and to draw on the analogy with the backscattering en-
hancement, we will in the following refer to the effect by the alternative name — the “enhanced
forward scattering” phenomenon. So far, the forward scattering enhancement phenomenon has
not been observed experimentally.
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Fig. 26. A sketch of the double-rectangular power spectrum, Egs. (145), with cutoff wavenumbers,
k?, and amplitudes v; (¢ = 1,2) that is used to study the enhanced forward scattering enhancement.

Numerical results showing the forward scattering enhancement phenomenon that are ob-
tained from perturbation theory can be found in Refs. [108,173,174]. Here, however, we prefer
to present numerical (Monte Carlo) simulation results that show this effect and are obtained
on the basis of the reduced Rayleigh equation (Sec. 4.5) (see also Ref. [174]). Such computer
simulations have the advantage of being able to handle scattering system of a level of roughness
which is well beyond what can be practically handled by perturbation theory.

Again we consider the (standard) scattering geometry consisting of a randomly rough surface
separating vacuum and a metal (Fig. 8). The rough interface is illuminated from the vacuum
side by a p-polarized incident wave. However, the power spectrum for the surface roughness
used in this case is of a “double-rectangular” form and defined as (Fig. 26)

g(Ik]) = v1 g1(|k]) + 2 g2(|k]), (145a)

with
T

gi([k]) = PORo 0k — k)0(k — kD) + 0k + k)6(—k — D)) | (145b)
@

where ; > 0 (¢ = 1,2) are constants so that ;3 +v2 = 1 and 6(-) denotes the Heaviside step

function. Moreover, the wavenumbers k(ii) define the upper (kg:)) and lower (k(f)) cutoffs of the
rectangular domain ¢. From Sec. 4.6, Eq. (92b), we recall that the (single) scattering process
from wavenumber k into ¢ has a “coupling strength” that is proportional to g(]Jg — k|). The

main purpose of the parts of the power spectrum defined by kg ) is to allow for the counter-

propagation of modes of wavenumber ¢ that satisfies 2|g| € [k:(_2), kf)] Such counter-propagating
surface modes go to the heart of the forward scattering enhancement phenomenon.

For later comparison, we start by briefly presenting results for cases where the power spec-
trum, g(|k|), consists of only one of the two possible components, i.e. when 75/~ is 0 or oco.
In the main panels of Figs. 27, we present computer simulation results for the incoherent com-
ponent of the mean differential reflection coefficient for p-polarized plane waves incident on a
silver surface at an angle of incidence 6 and where the total power spectrum of the surface
roughness was equal to either g;(|k|) (Fig. 27a) or g2(|k|) (Fig. 27b). Striking differences are
observed between the scattering patterns in the two cases. These differences can be understood
on the basis of the discussion made in Sec. 5.2.1, and by noting that SPPs only can be excited

by the surface roughness when ; # 0 (for the values of kg:) assumed here), and when the
incident light is p-polarized.

We now address the more interesting situation where neither ~; nor ~s is zero, i.e. the
power spectrum, g(|k|), receives contributions from both g1 (|k|) and g2(|k|) (c.f. Egs. (145)).
We note that in this case SPPs of (lateral) wavenumber kgp,(w), can in principle be excited
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Fig. 27. The incoherent component of the mean differential reflection coefficient, (OR, /80s),,, ..., for
an either p- (main panel) or s-polarized plane wave (inset) incident from vacuum on a rough silver
surface at wavelength A = 0.4579 um (e(w) = —7.5 + 0.24¢) and an angle of incidence 6y as given by
the legends. The rough surface (of length L = 200\) had a Gaussian height distribution of rms-height
10 nm, and the power spectrum was characterized by Egs. (145) with A 0.782w/c, ks_l) =1.366w/c,
£ = 2.048w/c, and kf) = 2.248w/c, with either (a) vy =1 and 72 = 0 or (b) 71 = 0 and > = 1.
The vertical dotted lines indicate the backscattering directions. The results were averaged over 10,000
realizations of the surface roughness. For p-polarized light, incident at an angle |0o| < Omax = 17°, the
enhanced backscattering peaks are readily observed in the diffusely scattered light. (After Ref. [89].)

by the surface roughness and may counter-propagate along it (since g(2|kspp(w)|) # 0) and by
doing so give rise to the multiple scattering effect that we focus on in this section. Computer
simulation results for the situation where v; # 0 and 7, # 0 are presented in Figs. 28 for a set
of values of the ratio v2/7v; distributed over the range [0, c0). For all cases, the light incident on
the surface was p-polarized, and the angle of incidence was 6y = 10°. We recall that changing
v2/71 does not influence the rms roughness of the surface and it was therefore constant (and
equal to 6 = 10nm) for all cases.

From Fig. 28(a), and in particular its inset, it is apparent that increasing v2 /1 (from zero)
will gradually lead to the appearance of peaks at the specular direction, 85 = 6y, in addition
to the backscattering peaks already existing at 8; = —0,. It is the presence of these enhanced
forward scattering peaks located at the specular position that constitutes the forward scatter-
ing enhancement phenomenon. However, when 7, is becoming significantly larger than v, the
backscattering peak disappears, and a “A-shaped” intensity distribution of the scattered light
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Fig. 28. The same as Fig. 27, but now for a fixed angle of incidence 6y = 10° and for different values
of the power spectrum amplitude ratio y2/v1. When this ratio is different from zero, and ~v2/y1 ~
1 enhanced forward scattering peaks start to be observed in addition to the backscattering peaks.
The dotted vertical lines indicate the position of the forward scattering (specular) and backscattering
directions. (After Ref. [89].)

is instead emerging (Fig. 28(b)). The intensities of the maxima of these latter distributions,
located at the specular positions, are increasing with 2 /7 while their baseline widths seem to
be less affected by the same ratio. In this latter case, as the angle of incidence is changed (for
the surface parameters used) to above 0,4, = 17° where 0,4, is defined in Eq. (142) (results
not shown), no dramatic effect on the scattering pattern is observed (except for an angular
translation), indicating that SPPs are not contributing significantly to the scattering. However,
for moderate values of the ratio v2/71, and for which also backscattering peaks are observed
(Fig. 28(a)), a marked change in the scattering patterns is observed as the angle of incidence
is increased from below to above 0., (Fig. 29). Recalling that the coupling constants of the
incident light into SPPs essentially is 77, the above observations is to be expected.

The physical origin underlying the enhanced forward scattering phenomenon was presented
in the original publication predicting its existence [173]. Here O’Donnell showed that the
existence of these peaks at the specular position in the intensity of the diffusely scattered
light required a power spectrum, g(|k|), that supports the counter-propagation of SPPs (or
other resonant surface modes)?®. By counter-propagating SPPs, we mean scattering processes

25 As long as the power spectrum supports counter-propagation, forward scattering peaks should in
principle be possible. However, only when resonant modes can be excited, like SPPs, will the phenom-
enon be pronounced (Fig. 29).
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Fig. 29. Same as Fig. 27(a), but for v2/~1 = 0.75. The vertical dash-dotted lines indicate the forward
scattering (specular) directions. The inset shows a closeup of the curve corresponding to 6y = 20°. It
shows that forward scattering peaks are in principle also possible if SPPs can not be excited by the
incident light, but in this case the phenomenon is much less pronounced. (After Ref. [89].)

where an SPP of (lateral) wavenumber k,p,(w) propagating in one direction being scattered
by the surface roughness into another SPP that is propagating in the opposite direction;
thopp(w) = Fhepp(w). Such processes are only possible if g(2k,,,) # 0 at the frequency, w, of
the incident light. However, g(2kspp) # 0 does not guarantee that forward scattering peaks can
be observed, since also the coupling of the incident light into SPPs must be strong for this to
happen (see Fig. 28(b)).

Furthermore, O’Donnell demonstrated that the lowest order terms in the perturbation the-
ory contributing to the enhanced forward scattering phenomenon consist of a set of fourth
order scattering processes that can interfere constructively only in the specular direction,
0s = 6y [108,173,174]. Such set of paths is depicted in Figs. 30, and we will now outline the
details of the physical origin for this phenomenon and to show that these paths may interfere
constructively in the specular direction.

One of the contributing scattering sequences is, k& = —kgpp — kopp — —kspp — k that
includes, as stated above, the counter-propagation of SPPs [108,173,174]. By following a similar
approach to that of Sec. 5.2.3, one finds that the phase delay along the path depicted in
Fig. 30(a), hereafter referred to as path A, can within the usual far-field approximation be
written as [173]

da=k& —q€a+ P14,

where £,, denotes the z;-coordinate of surface point n, and ¢1_,4 represents the total phase delay
along the path (in the metal) 1 — 2 — 3 — 4. The path of Fig. 30(b) (path B) is obtained
from that of path A by keeping & and &3 unchanged while adjusting the positions of the start
and end points so that they become &1/ and &4/, respectively. Hence, the phase delay associated
with path B becomes

(146)

¢ = k&1 — q€ar + P14

If the spatial separations between the start and end points of path A and B are the same, i.e.
&4 — & = &y — &1 oso that ¢4 = @14, then the phase difference between the two paths
depicted in Fig. 30(a)—(b) is

Appa = ¢p—da=q(la— &) — k(& — &) = (@—Fk) (& — &)

In order for these two paths to interfere constructively, the phase difference between them has
to be zero, A¢pa = 0. From Eq. (148) it follows that this happens whenever ¢ = k, or in other
words, whenever the angle of scattering is equal to the angle of incidence, 8, = 0y (the specular

(147)

(148)
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Fig. 30. The (leading order) scattering processes contributing to the enhanced forward scattering
(enhanced specular peak) phenomenon. The red dashed horizontal arrows indicate SPPs propagating
along the rough surface. (Adapted after Ref. [173].)

direction). We note that for a given path A, there is in principle an infinite number of paths of
type B that interfere constructively with path A (provided &4 — & = &4 — &1/).

Also another family of paths exists, path C, where the points are visited in opposite order to
those of paths A and B; 4”7 — 3 — 2 — 1” (see Fig. 30(c)) 26. By symmetry, it is realized that
path B and C interfere constructively whenever &1, = &+ and £y = £4. Furthermore, paths A
and C, can also interfere constructively, as can be seen by calculating their phase difference
which readily can be shown to be (c.f. Eq. (143))

dcp = (g —k)(& — &) + (g + k)AE, (149)

where A = &4 — & = &4 — &1 Hence, Eq. (149) predicts that paths A and C, interfere
constructively in the specular direction whenever A¢ = 0, i.e. when the start and end points of
the two paths close onto themselves (§; = &4 and &» = &4n).

Hence in summary, it has been demonstrated that the forward scattering enhancement
phenomenon arises (to lowest order in perturbation theory) due to the constructive interference
of the fourth order scattering processes of Figs. 30 (with the additional condition on them as
stated above) [108,173,174]. This higher (than two order) multiple scattering effect has so far
not been observed in experiments and it is a challenge for experimentalists.

26 Depending on the power spectrum of the surface roughness, such path may, or may not, be allowed.
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Fig. 31. Speckle patterns that result from the scattering of light of wavelength A = 0.6127 ym incident
on the same rough silver surface at a selection of angles of incidence, 6y, as given by the legends. The
Gaussian height-distributed surface was characterized by an rms-height 6 = 8 nm and a (Gaussian)
correlation length a = 0.4 pm. The length of the surface was L = 100 um and the dielectric constant
of silver at the wavelength of the incident light is e(w) = —17.2 + 40.498. The dashed vertical lines
indicate the specular directions.

5.4 Angular intensity correlations for the scattered light from randomly rough surfaces

It has been known for quite some time that when electromagnetic waves, all of the same
frequency, are scattered from a random system, speckle patterns might be observed [13-15,184]
(see also Fig. 2). Such patterns are results of interference between waves scattered from different
locations in the random medium. From studies of volume disordered systems, such patterns
are known to contain a rather rich structure [13—-15,184,185]. In particular, it was predicted
theoretically [185] for such scattering systems that there should exist three types of intensity
correlations — short-range correlations, long-range correlations, and infinitely-range correlations.
These correlations were termed the C(1), C?), and C®)-correlations, respectively, and they have
all been observed experimentally [186-188].

We will now discuss speckle correlations, not for light scattered from volume disordered
systems, but instead for light scattered from surface disordered system. Examples of such speckle
patterns obtained when an electromagnetic wave is scattered from a randomly rough surface
are depicted in Fig. 31.

Let us start by considering a planar surface separating two different materials. Since the
surface is planar, the scattering is completely understood as expressed through the celebrated
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Fresnel’s formulae [4,9]. Imagine an experiment where light is incident at an angle 6y onto
the interface. Since the surface is planar, all the light is scattered into the specular direction
0s = 6y, and its intensity is given by Fresnel formula. If we in a second experiment incident
the light at an angle 6) = —0o, i.e. at an angle that was the specular direction in the first
experiment, all the light will be scattered into 0, = 6, = —6, and its intensity is again given by
Fresnel’s formula. The scattered intensities in these two experiments are in fact equal. This is
easily realized from the Fresnel formulae 89b by noting that the a-factors that they contain are
unaffected by a change of sign in the lateral wavenumber (momentum variables). Thus, if we
know the result of the first experiment, say, we also know the outcome of the second one. In other
words, these two intensities are perfectly correlated. We now introduce the lateral wavenumbers
q and k related in the usual way to the angles of scattering and incidence, respectively (see e.g.
Eq. (151) below). Let the notation (g, k) denote a corresponding pair of wavenumbers where ¢
is the scattered (lateral) wavenumber and k the incident wavenumber. For our planar surface
geometry we will thus have perfect correlation between the two scattering processes (g, k) and
(¢, k') if (q,k) = (—K', —¢'). Furthermore, since any process, of course, is correlated with itself,
we in addition will expect perfect correlation when (g, k) = (¢/, k).

The above example is rather trivial and well-known example of correlations in the scattered
intensity from a planar surface. However, what happens to the angular intensity correlations if
the surface is not planar, but instead randomly rough? This is an interesting and non-trivial
question and we will address it in this section. In the discussion to be presented below we
will focus on the angular correlations in the light scattered incoherently from a rough surface.
Furthermore, we will mainly discuss the case where the surface is weakly rough. In particular, we
will try to answer the following question: When, and under what conditions, will the intensity
scattered (incoherent) into the far field for different angles of incidence and scattering be related
to each other?

5.4.1 Definition of the angular intensity correlation functions

Let us start by introducing the unnormalized angular correlation function, C'(q, k|¢’, k'), which
we will define as?” [40,41,46,189].

Clg, klg', k') = (I(qlk)I(¢'|K)) = (I(qlR)) (I(d'IK')), (150)

where I(g|k) denotes the intensity of the light scattered from the surface, and the angle brack-
ets denote an average taken over an ensemble of realizations of the surface profile function
¢(x1). Furthermore, the (lateral) wavenumbers, ¢ and k, are both, in the radiative region
(lg| < \/eow/c), understood to be related to the angles of scattering and incidence, 6, and
0o, respectively, according to

k=+/go(w) %Sinf)o, q=Veo(w) %sin@s. (151)

The primed wavenumbers, ¢’ and &/, are related in a similar way to the primed angles 6’ and
0;. Theses angles, both primed and unprimed, are defined positive according to the convention
indicated in Fig. 32. This figure also shows our scattering system consisting of a semi-infinite
dielectric medium with a rough interface to vacuum.

Furthermore, the intensity I(g|k) can be defined through the scattering matrix S(g|k) ac-
cording to the formula

It = V2 (2 stalmP, (152

where L, is the length of the zi-axis covered by the random surface.

2T We have here suppressed any explicit reference to the polarization (the v-index) since no confusion
should result from doing so. All quantities in this section should be understood to be referring to one
and the same polarization.
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Fig. 32. The scattering system considered in the study of the angular correlation functions.

In many cases it is convenient to work with a normalized correlation function, E(q, k|¢’, k'),
in contrast to the unnormalized one. The normalized angular intensity correlation function will

we define by?®
(I(qlk)I(q'|K")) — (I(q|k)){I(q'|K"))

(I(qlk)){I(q'[K"))
The lesson to be learned from the huge amount of research being conducted on correlation
function in the field of random (bulk) disordered systems [185-187,191,192] is that there may
exist correlations on many different length scales including short to infinite range correlations.
Thus part of the challenge we are facing will be to separate these different contribution to
C(q,k|¢, k') (or equivalently to Z(q, k|¢', k")) from one another.

The first step towards such a separation is to rewrite the correlation function in terms of
the S-matrix. This is done by substituting the expression for the intensity, Eq. (152), into the
definition of the correlation function and thus obtaining

E(q7k|q/’k/) = (153)

€0 w2

Cla Ha' k) = 73 [(I8@RI 1S K)P) = (I8@h) (S@RF)] - (59

Due to the stationarity of the surface profile function, the average of the S-matrix should be
diagonal in ¢ and k,

(S(qlk)) = 2m6(q — k) S(k). (155)
By now taking advantage of this relation in addition to the cumulant average [193,194]
{AB} = (AB) — (4) (B), (156)

the correlation function (154) can be written as

ClaHld' K) = 3 | 10S(@)6™ ( IK))° + 1165 (alk)3S(a 1K)
+{0S5(q|k)dS*(q|k)0S(q'|K")6S™(¢'|K")} | + s-t., (157a)

where 05(g|k) denotes the incoherent component of the S-matrix defined as
9.5(qlk) = S(qlk) — (S(glk)) - (157b)

In Eq. (157a) the asterisks denote complex conjugate while s.t. means specular terms, i.e. terms
that are proportional to 6(¢ — k) and/or 6(¢' — k’). Such terms will not be focused on here since

28 1t should be noticed that a somewhat different definition for the normalized angular intensity
correlation function is used by some authors [190]. However, the advantage of the definition 153 is that
it does not contain any d-functions in the denominator.
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we will concentrate on the incoherent part of the scattered light. With Eq. (157a) we can now
write??

Clq,klg', k') = CM (g, kg, k") + C1 (g, klg', k') + C) (g, k|, k'), (158a)
where
C(q, kg, k) = L2 (6l (@ ) (158b)
C) (g, klg', i) = 2%‘“ (35 alk)3S(a [k (158¢)
and
C™(q,klq k') = L2 {55((1\k)55*(QIk)55(q k")6S™(¢'[K")} - (158d)

Due to reasons which should be clear from the discussion below, the correlation functions in
Egs. (158b) and (158c) are termed short-range correlation functions, while the one in Eq. (158d)
contains contribution from long and infinite-range correlations. They will now be discussed in
turn.

5.4.2 Short range correlations for weakly randomly rough surfaces

The short range correlation functions, C(*) and C1?), will now be addressed when the rough-
ness is assumed to be weak. These correlation functions are to leading order in the surface
profile function a result of single scattering processes [40,41,46,189,190]. However, above lead-
ing order they will also receive contributions from multiple scattering. The long and infinite
range correlations, CV)| contain at least one multiple scattering process as we will see [189].
Therefore the “optical paths” involved in the processes leading to C'!) and C'(19) are typically
shorter then those giving rise to C'"Y). This is one of the reasons why the C*) and C10) cor-
relation functions are termed short-range correlation functions. Another reason stems from the
fact that C() and C(*%) are both independent of the length of the random surface. In the next
subsection we will demonstrate explicitly that the C™Y)-correlation function is proportional to
1/L;. Hence, in the limit of a long surface the amplitude of the correlation function C(N)
neglectable compared to C") and C'(19),

The CY) correlation functions; The memory- and reciprocal memory-effect

From Egs. (158b) and (158c), it might not immediately be obvious what the features of the
short range correlations are. To this end, we will only be concerned about one-dimensional
random surfaces, ((z1), that are stationary and constitutes a Gaussian random process. Under
this assumption, the expression (§S(q|k)dS*(¢'|k’)), contained in C(V), will be proportional to
a Dirac J-function, i.e.

(6S(qlk)dS*(¢'|K')) x 276(q — k — ¢ + k). (159)

This is so due to the assumed stationarity of the surface profile function {(z1). To motivate
this, we recall from Sec. 4 (or Ref. [116]), that to lowest order in the surface profile function,

the scattering amplitude that is proportional to the S-matrix, is proportional to C~ (g—k), where
¢ denotes the Fourier transform of the surface profile function. Since (C(q)C*(k)) = 2nd(q — k),
Eq. (159), to lowest order, follows immediately.

Thus, with Eq. (159) we find that the correlation function, C'), can be written in the
convenient form

2r0(q—k — ¢ + k)
Ly

CW(q,klg' k') = (g, kld,qd — g+ k). (160)

29 Notice that equivalent expressions can be derived for the normalized correlation functions based on
Eq. (153).
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Fig. 33. Interpretation of the correlation condition for the short-range correlation functions (a) c®
and (b) C?. The outgoing solid lines indicate the specular direction. The scattering process (g, k)
that gives rise to the lateral wavenumber (momentum) transfer Agr = ¢ — k might be correlated with
the process (¢, k') if Agy = Ay (CV) or if Agy = —Aggr (CU).

Here C’(()l) is known as the envelope function of C(") and it is independent of the length L;
of the surface. Notice that the C'')-correlation function can only be non-vanishing when the
argument of the d-function vanishes. Therefore, since 2w8(0) = L, the (full) C)-correlation
function is also independent of the length of the surface.

To see what the d-function condition of Eq. (160) means physically, it is convenient to
introduce the wavenumber (momentum) transfer that can be associated with the scattering
process. If the incident light has wavenumber k and the scattered light is described by the
lateral wavenumber ¢ the wavenumber transfer is

Agpy=q—k. (161)

Such a scattering event we recall was earlier denoted by (g, k). Thus, what Eq. (160) says
is that the two scattering processes (g, %) and (¢’, k") might have non-vanishing C*) correla-
tions if, and only if, the two scattering events have the same wavenumber transfer, i.e. if, and
only if,

Age = Ay (162)

This condition is depicted in Fig. 33(a). From the condition (162) it follows that if the incident
wavenumber is changed from say k to k' = k + Ak, the entire speckle pattern shifts in such a
way that any feature initially at ¢ moves to ¢’ = ¢+ Aq. In terms of the angles of incidence and
scattering, we have that if 6, is changed to 6 = 0y + Afy, any feature in the speckle pattern
originally at 6, is shifted to 0, = 05 + Af,, where Af; = Aby(cosby/cosb) to first order in
Afy. This effect can indeed be seen from the speckle patters presented in Figs. 31.

It should in particular be noticed that condition (162) is satisfied if (i) k = k¥’ and ¢ = ¢’ as
well as if (i) k = —¢' and ¢ = —K’. These choices are the ones mentioned in the beginning of
this section for the scattering from a planar surface. It is interesting to notice that what for a
planar surface were trivial correlations, also holds true for the scattering from randomly rough
surfaces, even though as should be noticed, their physical origin is rather different. Situation
() is kind of trivial since any scattering process should be perfectly correlated with itself. This
effect is known in the literature as the memory-effect [46]. Situation (ii), that is less obvious,
is a consequence of the reciprocity of the S-matrix; S(qlk) = S(—k| — q¢) (Eq. (67)). Hence,
when &k = —¢’ and ¢ = —k’ there should be perfect correlations, and the effect is known as
the reciprocal memory-effect [46]. If the scattering system does not possess any damping, the
system also respects time-reversal symmetry. Due to this reason, the latter effect is also known
by some authors as the time-reversed memory effect.

In Fig. 34 (solid line) we present the result of perturbative calculations [189] for the envelope
of the C(M) correlation function as a function of the scattering angle 0. for 6, = —10° and
6o = 20°. The angle 6 is determined from the d-function condition of Eq. (160). The wave
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Fig. 34. The envelopes of the short-range correlation functions C(l)(q, k|lq', k") (solid line) and
C19(q,k|q', k') (dashed line) as a function of the scattering angle 6, for §s = —10° and 6 = 20°. The
angle 6 is determined from the §-function constraint. The rough surface was a silver surface character-
ized by Gaussian height statistics of rms-height § = 5nm. The correlation function was also Gaussian
with a correlation length of a = 100nm. The wavelength of the incident light was A = 457.9nm. At
this wavelength the dielectric constant of silver is e(w) = —7.5 + i0.24. (Adapted after Ref. [189].)

incident on the rough vacuum-metal geometry was p-polarized, and the surface parameters
are defined in the caption of this figure. Two well-pronounced peaks at scattering angles 6, =
—20° and 0, = —10° are easily spotted in the envelope of C!). They correspond respectively
to the memory and reciprocal memory effect. It can in fact be shown that by instead considering
the envelope of the normalized correlation function, Z(*); one will have perfect correlation at
the position of these two peaks (see e.g. Ref. [195]).

Before proceeding, we would like to point out that the memory and reciprocal memory
effect seen in Fig. 34 are due to multiple scattering processes that involves surface plasmon
polaritons. Thus, for an s-polarized wave incident onto a weakly rough metal surface, such
peaks are not expected to be seen since in this case the incident wave cannot excite surface
plasmon polariton at the rough surface [195]. However, for scattering of an s-polarized wave at
a dielectric-dielectric interface the C'Y) may show peaks [196] even though no surface plasmon
polaritons are involved. These peaks originate from multiple scattering processes involving so-
called lateral waves [197].

Recently both the memory and reciprocal memory effect have been observed experimentally
by West and O’Donnell [190] in the scattering of p-polarized light from a one-dimensional weakly
rough gold surface (Fig. 35).

The C10) correlation function

We now focus on the C'1%_correlation function. This correlation function was originally over-
looked in the early studies of correlation functions [198] due to the use of the factorization
method [191]. By essentially duplicating the arguments used in arriving at Eq. (159), we find
in an analogous way that

(6S(qlk)dS(d'|K")) x 276(q — k +q' — k'), (163)
with the consequence that we might write

2rd(q—k+4q — k)
x
Ly

19 (q, klq, k) g, klg ' + g+ k). (164)

Here C’ém) (¢,k|¢', ¢’ +q+ k) is an envelope function, and both C(*%) and its envelope C’ém) are
independent of the length of the randomly rough surface.
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Fig. 35. Experimental measurements of the normalized correlation functions pX;(k, &', Agk) (solid
lines) and px;(k, k', Agr) (dashed lines) as defined by West and O’Donnell [190] as function of the
angle of incidence 6;. These correlation functions are these authors equivalent to our envelope func-
tions E(()l)(q, klq', k') and E(()lo)(q, klq', k") (see Ref. [190] for details). The incident light had wavelength
A = 612nm and the lateral wavenumber transfer was Agr = 0.04(w/c). The Gaussian height-distributed
gold surface had rms-height § ~ 15.5nm. Its correlation was characterized by a West-O’Donnell (rec-
tangular) power spectrum of parameters k- = 0.83(w/c) and ky = 1.30(w/c). These values satisfy
k_ < kop < ki where kopp = 1.06(w/c) is the surface plasmon polariton wavenumber, and hence
an incident wave of wavenumber k may couple strongly to such modes (when g(|kspp — k| # 0). The
memory and the time-revised memory peaks are indicated in these figures by A and R, respectively.
At these two positions we see that there are perfect correlations. (Adapted after Ref. [190].)

The presence of the d-function on the right hand side of Eq. (164) is in terms of the wavenum-
ber transfer equivalent to

Aqk = 7Aq/k/. (165)

What this condition implies for the speckle pattern is that if we change the angle of incidence
in such a way that k goes into k' = k + Ak, a feature originally at ¢ = k — Aq will be shifted to
q =k + Aq, i.e. to a point as much to one side of the new specular direction as the original
point was on the other side of the original specular direction. For one and the same incident
beam the C19) correlation function therefore reflects the symmetry of the speckle pattern with
respect to the specular direction (see Fig. 33(b)).

The dashed line in Fig. 34 shows the angular dependence, obtained from perturbation the-
ory [189], for the envelope of C(1%). The parameters used to obtain these results were the same
used to obtain the C!) correlation shown by the solid line in the same figure. It is seen that
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the C(glo) envelope is a smooth function of #., and in particular does not show any peaks. More-

over, its amplitude is roughly of the same order of magnitude as the C'") correlation function.
This behavior is the same as the one found by West and O’Donnell [190] in their experimental

investigation of the C’élo) envelope (Figs. 35).
It should be pointed out that the C(1%) correlation function has no known analogy within

scattering from volume disordered system. This new type of correlation in surface scattering
was first predicted from perturbation theory by Malyshkin et al. in 1997 [189,199].

5.4.3 Long- and infinite-range correlations

We will now consider the last term of the right hand side of Eq. (158) that gives rise to CV).
Due to the stationarity of the surface

{05(q|k)05™ (qlk)aS(q'|K")dS™ (¢'[K")} o 2m6(0) = L.

Hence, the correlation function itself, in light of Eq. (158d), should behave as
1
1

It should be noticed that the C'™V)-correlation function is not constrained in its wavenumbers
through é-functions as we saw earlier was the case for the short-range correlation functions.

Even though we will not address this point explicitly here it has recently been shown that
CW) can be written as a sum of the three following terms [189,199]

C™(q,klg' k') = CY9)(q,k|¢, k) + CP (g, klg', k') + CP (g, k|d, k).

Here C(1-5) denotes a correlation function of intermediate-range, C?) is a correlation function of
long-range, while C®) is an infinite-range correlation function. For explicit expressions for these
three correlation functions the interested reader is directed to Refs. [189,199,200]. In scattering
from bulk disordered systems C?) [185,187,192] and C®) [185,186] have their analogies. How-
ever, the intermediate range correlation function, C(*-5), predicted theoretically by Malyshkin
et al. in 1997 [189,199], has no equivalent in scattering from volume disordered systems. It is
unique to scattering from randomly rough surfaces that support surface plasmon polaritons at
the frequency of the incident light. An explicit example of such a scattering system is provided
by a randomly rough metal surface in p-polarization.

Based on a diagrammatic perturbation theoretical study, Malyshkin et al. [189] found that
C(15) shows a rather rich peak structure. Peaks in C'(15) are expected to occur for a number
of cases in which a linear combination of three of the wavenumbers ¢, k, ¢’ and k' add up
to *kspp, where Kgpp, is the wavenumber of the surface plasmon polariton. These conditions
are summarized in Table 2. In an expansion of C':5) in powers of the surface profile function
the leading order is O(¢%). The intermediate-range correlation function C(15) is therefore for
a weakly rough surface a result of correlations between a single scattering and a multiple
scattering process that involves surface plasmon polaritons. In Fig. 36(a) we have plotted the
intermediate-rang correlation function C'-5) for the randomly rough silver surface that led to
the results shown earlier in Fig. 34. In this graphs several peaks are easily seen. Their positions
should be compared to the predictions that can be obtained from Table 2.

So far there is no experimental measurements for any of the correlations contained in C(™).
In fact such an experimental confirmation represents a real challenge to the experimentalists.
The reason is that for long surfaces these correlations are rather small (due to the factor 1/L; in
Eq. (166)). In order to be able to observe them, one probably has to use a well-focused incident
beam, or a short surface.

Malyshkin et al. [189] also showed perturbatively that the C'?)-correlation function should
have a peak structure, while the infinite range correlation function, C'®), should be a smooth
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Fig. 36. Perturbative results for the angular dependence of the correlation functions (a)
CY9 (g, kl¢', k'), (b) CP(q,k|¢, k') and (c) C®)(q,k|¢', k') on the scattering angle 6 for 6, = —10°,
0o = 20° and 0j = 30°. The remaining parameters were the same used in Fig. 34. (Adapted after

Ref. [189].)

function of its arguments. This is seen from the perturbative results plotted in Fig. 36(b) (C(?))
and Fig. 36(c) (C®)). The correlations described by the C?)-correlations function are result
of correlation between two multiple scattering processes. For weakly rough metal surfaces this
correlation function is dominated by double scattering processes. Its peaks are associated with
surface plasmon polaritons, as was found to be the case also for C'(1®). The peak conditions for
C®) are that two of the four wavenumbers involved should add/subtract to zero. That is to say
that for fixed k, g, and k’, peaks are expected when ¢’ = +k’, ¢’ = £k or ¢’ = £q (see Table 2).
Also the infinite range correlations are due to multiple scattering events. What distinguish the
long-range correlation, C'®), from the infinite-range, C'®), is that the latter involves at least
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Table 2. The peak conditions for the intermediate range Cc%) and long range correlation function
C@ for a metallic one-dimensional surface. See text for details.

Correlation function Peak condition

C(I.S) —K +E+ q/ _ *kspp
0(1.5) q- q/ + k= kspp
0(1.5) q/ +q-— k= _kspp
C(1A5) q/ _ ]C/ + qg= _kspp
0(1.5) k + k/ _ q/ — kspp
021‘)5) ¢ —q+k=ksp

ce d=-

c® ¢ =q

c® ¢ =—q

0(2) q’ =k

one triple scattering process®’. For more detailed information about C(*%), C'?) and C®), the
reader is invited to consult Refs. [189,199,200].

5.4.4 Angular intensity correlation functions for strongly rough surfaces

Before ending our discussion of angular intensity correlations functions, we would like to make
a few remarks regarding strongly rough surfaces. Above we always assumed that the surface
was a weakly rough metal surface. We saw that many of the interesting features of C(q, k|¢’, k')
appeared due to excitations of surface plasmon polaritons. For strongly rough surfaces the
excitation of surface plasmon polaritons, if any, is weak, and the dominating mechanism for
multiple scattering from such surfaces is multiple scattering of volume waves. As might have
been guessed, multiple scattering of volume waves take, for strongly rough surfaces, over the
role that surface plasmon polaritons had for weakly rough surfaces. These multiple scattered
volume waves give rise to the memory and reciprocal memory effect for strongly rough surface.
This is in fact the case for both p- and s-polarized incident light in contrast to what is the
case for weakly rough surfaces. This is illustrated by the rigorous computer simulation results

of Fig. 37(a) showing the C(()l) envelope for s-polarized incident light [195]. It is also seen from
this figure that as the rms-height of the surface is increased from a value corresponding to a

weakly rough surface the memory and reciprocal memory peaks start to emerge in the C(()l)
envelope due to the increased contribution from multiple scattered volume waves.

It was realized recently [195] that a measurement of the angular intensity correlations can
provide valuable information regarding the statistical properties of the amplitude of the scat-
tered field. In particular, it was shown that the short-range correlation function C*%) is in
a sense a measure of the non-circularity of the complex Gaussian statistics of the scattering
matrix. If the random surface is such that only the C") and C(*%) correlation functions are
observed, then S(g|k) obeys complex Gaussian statistics. If the random surface is such that only
C™ is observed, then S (q|k) obeys circular complex Gaussian statistics®'. This can indeed be
seen from Fig. 37(b), which shows that as the surface is made rougher, and therefore 65(q|k)
approaches a circular complex Gaussian process, the C(19-correlation vanishes as compared to
CW. Finally, if the random surface is such that C*:, ') and C®) are observed in addition
to both C(Y and C(19 then §S(g|k) is not a Gaussian random process at all. However, what
kind of statistics 05(g|k) obeys in this case is not clear for the moment. These results fits the
findings from standard speckle theory [14,184,201] which assumes that the disorder is strong
and that §5(¢|k) constitutes a circular complex Gaussian process.

30" The leading contribution to C® is of order ¢'° in the surface profile function ¢(z1) [189)].
31 Two complex random variables A = A; + iAs and B = B; + iBy are said to be circular complex
Gaussian if [14,201] <AlB1> = <A2B2> and <A1B2> = — <A231>.
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Fig. 37. Rigorous numerical simulation results for the (a) C(()l) and (b) Céw) envelopes as functions
of 0, for o = 30° and 05 = 0°. The angle 6 was determined from the J-function constraint. The s-
polarized incident light had wavelength A = 632.8 nm. The randomly rough silver surface characterized
by a (Gaussian) correlation length a = 3.85 pm. The rms-height of the Gaussian height-distributed
surface was § = 1.278 um (solid line) 6 = 0.1278 um (dashed line). As the rms-height is increased one
observes that the memory and reciprocal memory peaks start appearing in the envelope of C(%). (After
Ref. [195].)

5.5 Second harmonic generation of scattered light

So far in Sec. 5, we have discussed exclusively rough surface scattering phenomena that find
their explanation within linear electromagnetic theory. There are still many exciting nonlinear
[84-86] surface scattering effects that have to be addressed in the future. Such nonlinear studies
are still in their infancies. The studies that have been conducted so far on nonlinear surface
scattering effects have mainly been related to the angular distribution of the scattered second
harmonic generated light [4,9]. In particular what have been studied are some new features in
the backscattering directions of the second harmonic light. In this section we will discuss some
of these results. The presentation given below follows closely the one given in Ref. [202].

It is well-known from solid state physics that an (infinite) homogeneous and isotropic metal
has inversion symmetry [87,88]. A consequence of this is that there is no nonlinear polarization
in the bulk. If, however, the metal is semi-infinite with an interface to vacuum, say, the inversion
symmetry is broken. Thus, a nonlinear polarization, different from zero, will exist close to the
surface. As we move into the bulk of the metal, this effect will become smaller and smaller
and finally vanish. Therefore, one might talk about a nonlinear surface layer which, through
nonlinear interactions, will give rise to light that is scattered away from the rough surface at
the second harmonic frequency.

The scattering system that we will be considering is the by now standard one depicted in
Fig. 8. This geometry is illuminated from the vacuum side, x3 > {(x1), by a p-polarized plan
wave of (fundamental) frequency w. Only the p-polarized component of the scattered second
harmonic generated light will be considered here, even though there also will exist a weak s-
polarized component due to the nonlinear interaction at the surface. However, the p-polarized
component represents the main contribution to the scattered light at the second harmonic
frequency 2w, and will therefore be our main concern here. Moreover it will be assumed that
the generation of the second harmonic light does not influence the field at the fundamental
frequency in any significant way.

To motivate the study, we in Figs. 38 show some experimental results (open circles) due
to K.A. O’Donnell and R. Torre [203] for the so-called normalized®? intensity of the second

32 Tt can be shown that the total power scattered from a randomly rough surface at the second
harmonic frequency is proportional to the square of the irrandiance, the incident power per unit area,
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Fig. 38. The mean normalized second harmonic intensity as a function of the scattering angle 6, for
the scattering of p-polarized light from a randomly rough silver surface. The surface was characterized
by a Gaussian height distribution of rms-height § = 1.81 pum, as well as a Gaussian correlation function
of correlation length a = 3.4 um. The dielectric constants were at the fundamental and second harmonic
frequency e(w) = —56.25 4 70.60 and £(2w) = —11.56 + 0.37 respectively. The thick lines represent the
results of numerical simulations and the open circles represent the experimental results of O’Donnell
and Torre [203]. The incident plane wave had a wavelength A = 1.064 pm. In the numerical simulations
the surface had length L = 40\ and it was sampled with an interval Az; = A/20. The numerical results
were averaging over N¢ = 2000 realizations of the surface, and the angles of incidence were (a) o = 0°,
(b) 8o = 6°, and (c) 6 = 15°. (Adapted after Ref. [202].)

harmonic light scattered incoherently from a strongly rough silver surface. The surface was
characterized by Gaussian height statistics of rms-height 6 = 1.81 ym and a Gaussian correlation
function of correlation length a = 3.4 um. The wavelength of the incident light was A\ = 27¢/w =
1.064 pm, while the angles of incidence considered were 6y = 0°, 6°, and 15° as indicated in
Fig. 38. For completeness and comparison the corresponding mean DRCs for the linear problems
at frequencies w and 2w are given in Figs. 39.

The most noticeable feature of the experimental results of the scattered second harmonic
light (open circles) shown in Figs. 38 are, without question, the dips seen in the backscattering
direction for which the intensity of the light scattered linearly by the same rough surface shows
enhanced backscattering peaks (Figs. 39). So why do we have a dip for the intensity of the
scattered second harmonic light at the backscattering direction, and, for instance, not a peak?

on the surface. One therefore defines the normalized intensity of the scattered second harmonic light
so that it is independent of the incident power. The analytic expressions for this quantity can be found
in Eq. (34) of Ref. [202].
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Fig. 39. Similar to Figs. 38, but now showing rigorous computer simulation results for the mean
differential reflection coefficient (9R,/90;) for the linear problems at frequencies w (Figs. 39(a)—(c))
and 2w (Figs. 39(d)—(e)) as well as angles of incidence 6y = 0°, 6° and 15°. The vertical dashed lines
indicate the backscattering directions. The remaining parameters are given in the caption of Figs. 38.

5.5.1 Strongly rough surfaces: A numerical simulation approach to the second harmonic
generated light

With the help of numerical simulations, we will try to present a deeper understanding of what
causes these dips. The nonlinear layer existing along the surface is of microscopic dimensions.
Since we are working with the macroscopic Maxwell’s equations it is natural to assume that
this layer is infinitely thin. Under this assumption, the effect of the nonlinear boundary layer is
accounted for in the boundary conditions to be satisfied by the field, and its normal derivative,
at the second harmonic frequency. These boundary conditions have jumps at the nonlinear
interface, and their degree of discontinuity depends on the nonlinear polarization, or equiva-
lently, on the parameters that describes this polarization. The form of the (nonlinear) boundary
conditions at the second harmonic frequency 2w can be written in the form [202]

Fi(z1|2w) — F, (21|2w) = A1), (167a)

N (z1|20) — N (21|2w) = B(z1), (167b)
where the sources F, and N, have been defined in Egs. (128). As before, the superscripts
+ denote the sources evaluated just above (+) and below (—) the rough surface defined by
x3 = ((z1). The functions A(z1) and B(z1) are related to the nonlinear polarization P(z1, z3)
through the integral of this quantity over the nonlinear boundary layer [202]. To fully specify
the nonlinearity of the problem, the polarization P(z1,z3) has to be specified. For instance for
a free electron model, that we will consider here for simplicity, it takes on the form [204-206)

P(z1,23) =7V (E-E)+ SE (V- E). (168a)



80 The European Physical Journal Special Topics

Here the constants v and (8 are defined as

e3no(ro (z1,x3))
= 1
7 8m2w* ’ (168b)
e
= — 1
b Smmw?’ (168¢)

where ng is the electron number density, r) (1, x3) is a vector normal to the local surface at
point (z1,z3), and e and m are the charge and mass of the electron, respectively. The explicit
expressions for A(z;) and B(z1) can, within this model, be found in Ref. [202].

Since the surfaces used in the experiments leading to the results shown in Figs. 38 are
strongly rough, perturbation theory does not apply, and one has in theoretical studies to resort
to rigorous numerical calculations of the second harmonic scattered light. Such kind of simula-
tions are conducted on the basis of the rigorous simulation approach presented in Sec. 4.10. The
calculations are now, however, made out of two main steps: First, one calculates the (linear)
source functions F, (x1|w) and N, (z1|w); the field and it’s normal derivative evaluated on the
surface at the fundamental frequency w. This is done exactly as described in Sec. 4.10. From
the knowledge of the linear sources functions at the fundamental frequency, the right-hand-side
of the boundary conditions (167) can be calculated since they depend directly on these source
functions as well as on the form of the nonlinear polarization P(x1,z3) [202]. In all numerical
results to be presented later in this section the form for the nonlinear polarization given by
Eq. (168) will be used. With the functions A(x;) and B(z1) available, the nonlinear sources,
FF(z1|2w) and Nf(z1|2w), are readily calculated from an approach similar to the one de-
scribed in detail in Sec. 4.10. The only main difference is that now the boundary conditions
to be used when coupling the two integral equations are the nonlinear boundary conditions
given in Eqgs. (167). With the source functions both for the fundamental and second harmonic
frequency available, all interesting quantities about the scattering process, both linear and non-
linear, are easily obtained. The full details of this approach can be found in Ref. [202].

Based on this numerical approach, we compare in Figs. 38 the numerical simulation re-
sults (solid lines) obtained by Leyva-Lucero et al. [202] to the experimental results obtained by
O’Donnell and Torre (open circles) [203]. The dielectric constants used in the simulations were
at the fundamental frequency e(w) = —56.25 +40.60 and £(2w) = —11.56 + 0.37 at the second
harmonic frequency. Indeed by comparing the experimental and theoretical results shown in
Figs. 38, a nice correspondence is observed both qualitatively and quantitatively. Particular
in light of the oversimplified model used in the simulations for the nonlinear interaction, the
agreement is no less then remarkable.

From the experimental and theoretical results shown in Figs. 38(a), a clear dip is seen in
the incoherent component of the mean normalized second harmonic intensity for the backscat-
tering direction 85 = 0°. For the linear scattering problem, however, there is an enhancement
at the same scattering angle (Figs. 39). So what is the reason for the dip in the intensity of the
scattered second harmonic light? O’Donnell and Torre [203], that conducted the experiments
leading to the results shown in Figs. 38, suggested that these dips were due to coherent effects.
In particular they suggested that the dips originated from destructive interference between
waves scattered multiple times in the valleys of the strongly rough surface. Since the numerical
simulation approach seems to catch the main physics of the second harmonic generated light,
it might therefore serve as a useful tool for testing the correctness of the suggestion made by
of O’Donnell and Torre [203].

This can be done by applying a single scattering approximation to the generation of the
second harmonic light. As described above, the numerical approach leading to the theoretical
results shown as solid lines in Figs. 38, consists mainly of a linear and nonlinear step where
each step is solved essentially by some variant of the approach presented in Sec. 4.10. By using
a single scattering approach, like the Kirchhoff approximation [30,141,207], to both steps of
the calculation, a single scattering approximation for the full problem is obtained. The single
scattering processes included in such a calculation are illustrated in Figs. 40. Notice that also
unphysical scattering processes like the one shown in Fig. 40(b), are included in this approxi-
mation.
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Fig. 40. Diagrams illustrating two of the single scattering processes that produce the second harmonic
scattered light in a single scattering approach. The thin red arrows represent light of frequency w,
while the thick blue arrows represent light of frequency 2w. Notice that the process in Fig. 40(b) is
unphysical. (Adapted after Ref. [202].)
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Fig. 41. The mean normalized second harmonic intensity (I,(6s|2w)),,. as a function of the scattering
angle 6 calculated in a single scattering approximation. The angle of incident of the light was 6y = 0°,
while the remaining parameters used in the simulation were those given in the caption of Figs. 38.
(Adapted after Ref. [202].)

In Fig. 41 we present (for 6, = 0°) the consequence for the angular dependence of the
normalized intensity (I,(6;]2w)) of only including single scattering processes in the second har-
monic generation. From this figure it is easily seen that the intensity of the second harmonic
generated light calculated in a single scattering approximation does not give rise to a dip (or
peak) in the backscattering direction. In fact, the overall angular dependence of (I,(605]2w))
in the single scattering approximation is quite different from the one obtained by the rigorous
approach described above. Similar result holds for the other two angles of incidence considered
in Figs. 38. Hence, one may conclude that the dips present in the backscattering direction of
the incoherent component for the mean second harmonic generated light is not due to single
scattering. It therefore has to be a multiple scattering phenomenon.

To look more closely into this, the authors of Ref. [202] used an iterative approach for the
linear part of the scattering problem which enabled them to calculate the scattered fields ac-
cording to the order of the scattering process. Such a (Neumann-Liouville) iterative approach
has been developed and used earlier in the literature [66,208,209]. For the nonlinear part of
the calculation the rigorous simulation approach was used and thus all higher order scattering
processes were here taken into account. Some of the processes accounted for by this procedure
and which give rise to the second harmonic light is depicted in Figs. 42.
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Fig. 42. Diagrams illustrating some of the multiple scattering processes that produce the second
harmonic scattered light. The thin red arrows represent light of frequency w, while the thick blue
arrows represent light of frequency 2w. (Adapted after Ref. [202].)

We notice that the processes depicted in Figs. 42(a) and (b) represent single scattering in
the linear part and are thus taken properly into account by using the standard Kirchhoff ap-
proximation [141,207] (for the linear part). However, for the paths shown in Figs. 42(c) and
(d), one needs to consider a pure double scattering approximation (for the linear part) in order
to include these processes properly. In Figs. 43 the simulation results for the second harmonic
light (I,,(65|2w)) are shown for the case where a single scattering (Fig. 43(a)) and a pure double
scattering (Fig. 43(b)) approximation are used for the linear part of the scattering process. In
both cases dips in the backscattering direction are observed. In order to obtain the solid curve of
Fig. 43(c) both single and double scattering processes were taken into account for the linear part
of the calculation. This result will, therefore, include any interference effect between the paths
shown in Figs. 42. The dashed line in Fig. 43(c) is the sum of the curves shown in Figs. 43(a)
and (b). It does therefore not contain any interference effects between type I paths (Figs. 42(a)—
(b)) and type II paths (Figs. 42(c)—(d)). That the two curves shown in Fig. 43(c) are so close
to each other tells us that the interference between type I and type II paths are rather small
(if any). Furthermore, paths of the type illustrated in Fig. 42(e) do not seem to be important,
and they do not have coherent partners.

The numerical results presented so far for the intensity of the second harmonic scat-
tered light seem to indicate that the behavior in the backscattering direction is affected by
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Fig. 43. Calculations of the mean normalized second harmonic intensity as a function of the scattering
angle 6 for the scattering of p-polarized light from a random silver surface where the linear part of
the problem was solved by iteration. The angle of incidence of the light was 6y = 0° and the other
parameters of the simulation were as in Figs. 38. The curves have, (a) the single scattering contribu-
tions in the linear scattering and all contributions at the second harmonic frequency, (b) pure double
scattering contributions in the linear scattering and all contributions at the second harmonic frequency,
and (c) the single and double scattering contributions in the linear scattering and all contributions at
the second harmonic frequency. In (c), the curve shown with the dashed line represents the sum of the
curves shown in (a) and (b). (Adapted after Ref. [202].)

interference between the paths of either type I or type II. In the backscattering direction, there
is no phase difference due to optical path difference between, say, the two type I paths, and
with a similar argument holding for the type II paths. Hence, any phase difference between the
two paths has to come from phase shifts during the reflection. In the linear multiple-scattering
processes giving rise to enhanced backscattering the phase shifts due to reflection will be the
same for the two processes because the local Fresnel coefficients are even functions of the angle
of incidence. Hence, the two paths in the backscattering direction will for the full linear prob-
lem both have the same phase and hence interferer constructively giving rise to the celebrated
enhanced backscattering peak. However, for multiple scattering processes involving second har-
monic generated light the situation is quite different. The reason for this is that the local
nonlinear Fresnel coefficient is not an even, but an odd function of the angle of incidence [202].
Hence, the phase difference between the two type I paths, say, will not in general be zero any
more since the phases for these two paths will add instead of subtract. If this phase shift is
positive in Fig. 42(a), say, then it will be negative for the path shown in Fig. 42(b) since the
local angle of incidence in the two cases have different sign and the local nonlinear Fresnel
reflection coefficient is an odd function of the angle of incidence. Hence, in the nonlinear case
the phase difference in the backscattering direction is different from zero for the paths that
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seem to interfere. From the numerical results shown in this subsection, they in fact seem to
be close to 7w out of phase resulting in destructive interference, or a dip in (I,(0s|2w)) at the
backscattering direction as compared to its background.

5.5.2 Weakly rough surfaces

We have so far presented both experimental and numerical results for the second harmonic
generated light scattered from strongly rough surfaces. However, experiments for weakly rough
surfaces have also been conducted [210]. The results are quite similar to the experimental
results presented in Figs. 38. In particular, also the second harmonic generated light scattered
from weakly rough surfaces show dips in the backscattering direction. However, in theoretical
studies [211-213] both dips and peaks in the backscattering direction have been predicted. If
it is a peak or dip depends on the values used for the nonlinear phenomenological constants.
Even though predicted theoretically, only dips have so far been seen in experiments.

For weakly rough surface the scattering processes giving rise to these dips (or peaks) are
believed to be different for weakly and strongly rough surfaces. This situation resembles closely
what was found for the origins of the enhanced backscattering peak for weakly and strongly
rough surfaces. Indeed, for weakly rough surfaces the origin of the dip in the intensity of the
diffusely scattered light at frequency 2w is intimately related to the excitation of surface plasmon
polaritons at this frequency [212,213]. Thus such dips are not to be expected for the second
harmonic light generated in s-polarization from weakly rough surfaces.

5.6 Scattering from two-dimensional random surfaces

So far in this review, we have mainly considered one-dimensional roughness. To obtain the-
oretical and numerical solutions to the scattering problem, the assumption that the surface
roughness is one-dimensional, reduces the complexity and challenge of the problem consider-
ably, since a scalar wave equation can be used for its description. This in particular applies
to the case when multiple scattering effects are studied and for which rigorous simulation ap-
proaches often are required. Due to this main reason, electromagnetic wave scattering from
one-dimension rough surfaces has attracted the most attention in the literature. However, it is
a fact, that most natural occurring and many man-made surfaces are two-dimensional, so the
two-dimensional scattering problem is well worth investigating in more detail.

The main difference between the electromagnetic wave scattering from a one- and two-
dimensional randomly rough surface, is that the latter scattering geometry allows for so-called
cross-polarization, i.e. scattering where the incident and scattered (or transmitted) light have
different polarizations. Furthermore, cross-polarized scattering (or transmission) observed in
the plane of incident is a consequence of multiple scattering. For a one-dimensional scattering
geometry>?, the polarization of the scattered (and transmitted) light is always that of the
incident light and all the intensity of the scattered (or transmitted) light is distributed in this
plane. However, for a two-dimensional scattering geometry, the intensity, and particularly the
polarization of the scattered light, are complex functions of the scattering angles.

As was seen in Sec. 5.2.1, the initial experimental studies of the enhanced backscattering
phenomenon was done for two-dimensional randomly rough surfaces where one focused on
the in-plane scattering (Fig. 21) [168,169]. Subsequent experimental studies measured the full
angular distribution of the intensity of the light, both co- and cross-polarized, scattered on
metallic [214] and dielectric [215] two-dimensional randomly rough surfaces. In parallel with
this experimental activity, numerous theoretical and numerical studies, using both rigorous and
approximate approaches, were performed for two-dimensional scattering problems [36,67,104,
105,216-226]. However, only recently have the full angular intensity distributions of the light

33 This is the geometry discussed extensively in Sec. 4, i.e. where the rough surface is one dimensional,
the plane of incidence is perpendicular to the grooves of the surface, and the electric field vector is
either parallel or perpendicular to this plane.
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Fig. 44. An illustration of the two-dimensional scattering geometry defining the coordinate system
used as well as the polar () and azimuthal (¢) angles of incidence and scattering.

scattered from strongly two-dimensional rough surfaces been approached by rigorous methods
due to the computational difficulties of the problem [224,225].

In order to illustrate and further investigate some of the interesting features and characteris-
tics of the two-dimensional electromagnetic scattering problem, we start by defining the relevant
scattering geometry that will be considered (Fig. 44). The surface profile function is defined by,
x3 = ((x|), where x| denotes the projection of the spatial vector x onto the z;zs-plane. The
profile function, {(x ), is assumed to have the statistical properties

<<(XH)> = 0, (169&)

<C(XH)C(X1\)> =8wW (‘xu — x| D : (169b)

that are similar to those defined in Egs. (3) and (4) for the one-dimensional profile function.
In Egs. (169), d denotes the rms-roughness of the surface; W (-) is the (lateral) height-height
correlation function; and (-) signifies an average over an enable of realizations of the surface
roughness. Above the surface, r3 > ((x)), the medium is vacuum, and below the surface (the
substrate), one has a metal or dielectric characterized by a frequency dependent dielectric
constant €(w). The direction of the incident light is defined by the polar and azimuthal angles
of incidence, 6y and ¢q, respectively, and in a similar fashion the direction of the scattered
field is determined by the angles of scattering 6, and ¢, (Fig. 44). Notice specially for what
directions these angles are defined to be positive.

For the case study that we will concern ourselves with in this section, it has been assumed,
for simplicity, that the substrate (x3 < ((x))) consists of a perfect electric conductor (PEC)
for which e(w) = —oo. The surface profile function was characterized by an rms-height § = A
with A the wavelength of the incident light. Moreover, the correlation function of the surface
roughness, W(-), was taken to be Gaussian with a correlation length a = 2. For such roughness
parameters, the surface can be considered to be strongly rough [29] and one expects that the
intensity of the scattered light will receive substantial contributions from multiple scattering
events. For those reasons, any perturbative treatment of this scattering problem will, for these
surface parameters, most probably fail considerably. Hence, a rigorous numerical treatment
based on a surface integral technique is the most suitable approach for solving this problem
although it is rather computationally expensive and challenging [67,224].

Similar to what was done in Sec. 4.10 for the one-dimensional case, a coupled inhomoge-
neous two-dimensional integral equation can be formulated for the tangential components of
the electromagnetic field — the surface currents. It is not our intention to here show how this
can be done, and the interested reader is directed to the literature for details [145,146,224,225].
From the solution of this integral equation, the scattered field can be calculated everywhere
from the Stratton-Chu and/or Franz formulas [4,145,146,224,225]. In particular, one can de-
fined and calculated the mean differential reflection coefficient, (0Rg,/0€2s), corresponding to
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Fig. 45. The mean differential reflection coefficients, (0Rga/082s) (o — (), as functions of the polar
scattering angle 6, for the in-plane (¢ps = ¢o or ¢s = ¢o + 180°) (a) co-polarized (p — p) and (b)
cross-polarized scattering (p — s), and the out-of-plane (¢s = ¢o = 90°) (c) co-polarized (p — p)
and (d) cross-polarized scattering (p — s) of a p-polarized incident beam (« = p) of width w = 4\
(6o = 0° and Oy = 20°; ¢po = 0°) scattered from a Gaussian randomly rough perfectly conducting
surface. The Gaussian correlated surface had a correlation length a = 2X\ and an rms-height 6 = A.
To facilitate comparison between the various configurations presented in this figure, notice that we
have used similar scales for all ordinate axes. Moreover, to simplify the presentation of the figures, a
convention was adopted where negative (positive) values of 65 correspond to ¢s = ¢o + 180° (¢ds = ¢o).
(After Ref. [224].)

the polarization of the incident («) and scattered (8) light. This quantity is defined as the
ratio between the time-averaged power scattered and incident on the surface in an analogous
way to how it was defined for the one-dimensional case in Sec. 4.3 and 4.10 (c.f. Ref. [224]
for details). Moreover, from the expressions for the scattered fields corresponding to various
states of polarization of the incident light, the 16 elements of the Miieller matrix of the rough
surface can (in principle) be obtained [227-231]. With the knowledge of this matrix, the full
polarization response of the rough surface, including co- and cross-polarization, is completely
described for any state of polarization of the incident light.

In Fig. 45 we present the mean differential reflection coefficients as functions of the polar
scattering angle 5 for the in-plane (¢, = 0°) and out-of-plane (¢s = +90°), co- (p — p) and
cross-(p — s) polarized scattered light due to a p polarized Gaussian beam incident on the
surface. The results depicted in Figs. 45 were obtained as averages over 12,000 realizations of
the surface profile function. The area of the surface was 16\ x 16\ that was discretized on a
112x 112 grid of points corresponding to a discretization interval of A/7 for both directions. The
width of the incident Gaussian beam used was 4. It was noted when obtaining these results
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Fig. 46. Same as Fig. 45, but for an s-polarized incident beam. (After Ref. [224].)

that at least for the roughness parameters assumed, the contribution to the mean differential
reflection coefficient from the light scattered coherently is smaller than the contribution from
the light scattered incoherently by a factor of approximately 107%.

It should be noted that there is no single scattering contribution in the cases of in-plane
cross-polarized (Fig. 45(b)) and out-of-plane co-polarized (Fig. 45(c)) scattering. This we believe
is the main reason for the reduced amplitude of the mean differential reflection coefficients in
these cases relative to those of Fig. 45(a) and (d) where single scattering is allowed. The
peaks at 0, = 0° and —20° 3* for in-plane co-polarized scattering (Figs. 45(a)) are enhanced
backscattering peaks [215,232-234]. However, the structures seen as peaks in the backscattering
directions of the cross-polarized scattering, Fig. 45(b), are not real peaks, as will be seen below
from the full angular intensity distributions. The results that the mean differential reflection
coefficients for out-of-plane co- and cross-polarized scattering (Figs. 45(c) and (d)) are even
functions of 65 are consequences of the scattering geometry, namely that ¢g = 0°, ¢s = +90°,
and the isotropy of the power spectrum of the surface roughness.

We present in Fig. 46 corresponding results to those of Fig. 45, but now for an s-polarized in-
cident Gaussian beam. There is no single scattering contribution to the in-plane cross-polarized
and out-of-plane co-polarized scattering, as in the case of p polarization. Also in this case the
peaks seen in the in-plane co-polarized scattering (Fig. 46(a)) are enhanced backscattering
peaks, while the structures seen in the in-plane cross-polarized scattering (Fig. 46(b)) in the
backscattering direction are not real peaks.

34 When in the text discussing the results of Figs. 45 and 46, we follow the sign convention for 6
introduced in the caption of Fig. 45. Elsewhere, however, the standard spherical coordinate convention
(6s > 0°) will be followed.
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The full angular distributions of the intensity of the scattered light, as obtained by a rigorous
computer simulation approach, are presented as color contour plots for either p or s polarized
incident beam and polar angles of incidence 6y = 0° (Figs. 47); 20° (Figs. 48); and 40° (Figs. 49)
(¢p = 0° for all cases). It is observed from Figs. 47-49 that the angular intensity distributions
of the scattered light, for given polarizations of the incident light, are far from trivial and show
strong and complex angular dependencies.

For instance, for p-polarized normal incident light that is scattered by the surface into p-
and s-polarized light (i.e. polarization not recorded), Fig. 47(a), the angle-dependent scattering
is for the most part rather isotropic, except for a slight anisotropy seen as an elongated (along
the go-direction) structure around the normal scattering direction. This structure is caused by
the wider intensity distribution in the direction perpendicular to the direction of the incident
electric field as compared to the intensity distribution along it3®. The central peak present
in Fig. 47(a) is the enhanced backscattering peak, and is not related to specular scattering
which for these roughness parameters can be neglected [224]. A similar behavior is seen for the
scattering of (normally) incident s-polarized light into either p- or s-polarized light (Fig. 47(b)).
Also here an apparent enhanced backscattering peak is observed. In the case of s-polarization,
one sees though that the central anisotropic portion of the scattering has a different orientation
compared to that in the case of p-polarization. It remains true, however, that there is a stronger
scattering perpendicular to the (average) direction of the incident electric field independent of
the polarization of the incident light.

It should be noted that with the full angular intensity distributions of the scattered light
available, the energy conservation (unitarity) of the simulations performed can be explicitly
checked by comparing the power incident on the surface to that scattered from it

Us = > /d95<5£2":‘>. (170)

B=p,s

According to the definition of the mean differential reflection coefficient, one should have U, = 1
if there is no absorption (or transmission) and the incident light is a-polarized [224]. For normal
incidence, for instance, one from the simulation results obtains ¢/, = 0.9976 and U, = 0.9970
for p- and s-polarized incident light, respectively. For the other angles of incidence considered,
6o = 20° and 40° (Figs. 48 and 49), energy conservation was satisfied within 0.5% or better.
Even if energy conservation is only a necessary requirement, such results, however, still testify
to the accuracy of the simulations and the approaches used to obtain them.

For the simulation results presented in Figs. 47(a)—(b) the incident light was either p- or
s-polarized while, on the other hand, the polarization was not recorded for the scattered light.
However, the simulation approach used allows also to study the angular intensity distributions
of the polarized scattered light. An interesting question is therefore how the intensity of the
scattered light of given linear polarization is distributed. Will the p- and s-polarized scattered
light be distributed in more-or-less the same way? In fact, this is rather far from being true. In
Figs. 47(c) and (d) we present the scattering into p-polarized scattered light from, respectively,
a (normally) incident p- and s-polarized Gaussian beam. Similarly, depicted in Figs. 47(e) and
(f) are the scattering into s-polarized scattered waves for an incident p- or s-polarized Gaussian
beam. We note that taking the sum of the distributions shown in e.g. Figs. 47(c) and (e)
produces the angular distribution shown in Fig. 47(a). From Figs. 47(c)—(f) it follows that the
intensity distributions for scattering from one polarization into another, or into the same one,
show a dipole-like angular dependence.

For co-polarized scattering, i.e. the polarization of the incident light and the (recorded)
polarization of the scattered light are the same, the “forward direction” of the dipole-like pattern
is oriented along ¢; (Figs. 47(c) and (f)), while for cross-polarization, it is oriented along the go

35 Note that for an incident p-polarized Gaussian beam the electric field vector is in the plane of
incidence, the ¢1¢s-plane, while for an s-polarized beam the same vector is perpendicular to this plane.
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Fig. 47. The complete angular distributions of the mean differential reflection coefficient, (0Rga/0s),
for the scattering of an a-polarized Gaussian beam incident on the surface at polar angle 6y = 0° and
azimuthal angle ¢9 = 0°. The perfectly conducing rough surface was characterized by a Gaussian height
distribution of rms-value 6 = A and a Gaussian correlation function of transverse correlation length
a = 2\. The incident beam was p-polarized in Figs. 47(a), (c) and (e) [left column]; and s-polarized
in Figs. 47(b), (d) and (f) [right column]. Moreover, in the top two figures [Figs. 47(a) and (b)] the
polarization of the scattered light was not recorded; in Figs. 47(c) and (d) [central row] only p-polarized
scattered light was recorded; while the bottom two figures correspond to recording only s-polarized
scattered light [Figs. 47(e) and (f)]. The rough surface, covering an area 16\ x 16\, was discretized
at a grid of 112 x 112 points corresponding to a distcretization interval A\/7 for both directions. The
presented figures were obtained by averaging the mean differential reflection coefficient over 12,000
surface realizations. (After Ref. [224].)
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direction 6. For normal incidence, the k-vector used to define the incident Gaussian beam, does
not (together with X3) define a plane of incidence. However, we have used the convention in the

simulations, that the plane of incidence is defined as the plane having ¢A70 = —sin ¢pq1 +cos doQ2
as its normal vector which is well-defined for all polar angles of incidence (also 6y = 0°) and co-
incides with the usual definition when 6y # 0. Since ¢y = 0° was assumed for all the simulation
results presented, it follows (with this convention) that the plane of incidence is the ¢ gs-plane.
With this definition for the plane of incidence, we may rephrase the above observation: For
co- and cross-polarized scattering the dipole-like pattern is oriented along and perpendicular to
the plane of incidence, respectively. Below we will see that this statement also holds true for
non-normal incidence.

We now turn our attention to the scattering for non-normal incidence. In Figs. 48 we present
the results for the angular distribution of the mean differential reflection coefficient for either a
p- or s-polarized Gaussian beam incident onto the surface at a polar angle 6, = 20° and scat-
tered into various polarization states. From Figs. 48(a) and (b), for which the polarization of
the scattered light is not recorded, one observes that there are pronounced enhanced backscat-
tering peaks located around the backscattering direction (at §; = 20° and ¢, = 180°). It is also
observed that the p-polarized incident beam tends to scatter more light into the forward plane
(g1 > 0) than does an s-polarized incident beam.

The first thing to notice from Figs. 48(c)—(f), where the polarization of the scattered light is
recorded, is that the co-polarized scattering shows up as an elongated structure with the long
axis of the pattern directed along the plane of incidence, while the cross-polarized scattering
has the long axis of the scattering pattern perpendicular to this plane. This observation is
in agreement with what was already observed above for normal incidence. However, for non-
normal incidence, the patterns do show less symmetry, as expected, and an even richer and
more complicated angular structure. In principle, the enhanced backscattering peak phenom-
enon should exist in both co- and cross-polarized scattering [215,233,234]. However, for the
roughness parameters assumed in this work, one observes instead of a well-pronounced peak in
the backscattering direction, a ridge of constant enhanced intensity in parts of the backscat-
tering plane (¢1 < 0) forming (what seems to be) a half circle of constant polar scattering
angle 0, ~ 6y = 20° with ¢, € [90°,270°] (Figs. 48(d) and (e)). In exactly the backscattering
direction, 6; = 0y and ¢s = 180°, there seems to be little, if any, “extra” enhancement in the
cross-polarized scattering as compared to the intensities at other values of ¢ in the interval
[90°,270°]. The enhancement ridge seen is Figs. 48(d) and (e) we speculate is caused by a
constructive interference effect similar in nature to the underlying enhanced backscattering.

In passing, we note that having available only the in-plane and out-of-plane results for the
same angle of incidence, the local enhancements observed in e.g. Figs. 45(b) and 46(b) for
0o = 20°, could easily have been mistaken for well-localized features in the backscattering di-
rection, similar to what one has for co-polarized scattering (Figs. 48(c) and (f)). In this respect,
the angular intensity distributions of the kind presented in Figs. 4749 can provide important
contributions to a better understanding of the multiple scattering phenomena.

Figures 49 present contour plots of the angular distributions of the mean differential re-
flection coefficient for a polar angle of incidence 6y = 40°. Since these results rather closely
resembles those of Figs. 48, we will not discuss them further. However, we note that the struc-
tures due to coherent interference seen in the cross-polarized components for 8, = 20°, are much
harder to identify in the results for 6y = 40°. This is believed to be caused by the relatively
large angle of incidence, for which it is known that coherent effects become weaker [232].

Electromagnetic wave scattering from two-dimensional randomly rough surfaces is a rich
phenomenon where open questions still remains. Only recently has it been practically possible,
due to the high demand on computer power, to conduct rigorous computer simulations for
this problem and to obtain the full angular intensity distribution of the scattered light. With
computers getting increasingly more powerful, it is to be expected that such simulations will

36 The simulation results reported herein assumed an azimuthal angle of ¢po = 0° which also determines

the directions of the electric field vector associated with the incident Gaussian beam, and also defines
(in our convention) the rotation angle of the incident plane. Another choice for ¢ would consequently
also alter the orientation of the dipole-like patterns.
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Fig. 48. Same as Figs. 47, but for a polar angle of incidence 6y = 20°. (After Ref. [224].)

become available in the coming years. This will, for instance, open for a direct comparison of
experimental and rigorous numerical simulation results for the intensity of the light scattered
from strongly rough surface. In the past, this has only do done for weakly rough surfaces, or
by the use of various approximate methods for calculating the scatted field [67,222].

6 Concisions and directions for future research

In this review we have introduce the rich field of electromagnetic wave scattering from randomly
rough surfaces, presented a selection of multiple scattering effects and their explanations, as
well as given an account of the present status of the field. Since rough surfaces are abundant in
nature and technological man-made systems, the topic of this review is relevant in numerous
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Fig. 49. Same as Figs. 47, but for a polar angle of incidence 6y = 40°. (After Ref. [224].)

fields of science and engineering. With this in mind, our aim when preparing this review was
to make the presented material accessible to a wider audience, that is, to make it available to
non-specialists that “simply” wanted an introduction or a better understanding of what can
happen when light is interacting with randomly rough surfaces.

To achieve this goal, we introduced the statistical method used to characterize and describe
randomly rough surface; we presented some of the analytic and numerical technique most
frequently used to study the rough surface scattering problem; and finally we described and
explained the physical origins of a selection of multiple scattering phenomena, both linear and
non-linear, that may exist when light is scattered from, or transmitted through, surface random
systems.

Even though much is already known about wave scattering from randomly rough surfaces,
there are still, after more than a century of intense research, many questions that have not
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been properly addressed, and new ones that have been raised recently partly due to advances
in nano-technology or being motivated by applications.

One of the remaining open problems in the field of wave scattering from discorded systems,
concerns geometries consisting of, for instance, a random volume disordered substrate bounded
by a randomly rough surface. This problem has so far been given only little attention and is
unsolved in its general form, in spite of some progress made recently for the simplest geometry
of this kind [235-239]. In order to make progress towards a solution of this problem, the two
wave scattering communities, working on volume and surface disorder systems, will have to
work closely together.

Another scattering geometry that needs more attention in the future is one where some of
the media involved are characterized by inhomogeneous dielectric functions [240] or anisotropic
dielectric tensors [1]. For instance, it is of interest to study the scattering from a randomly
rough surface bounded by an anisotropic substrate where, for example, the dielectric properties
in the mean plan are different from those perpendicular to the same plane.

Work still remains in the classic one-dimensional scattering problem where a substrate of
homogeneous and isotropic dielectric properties is bounded by a randomly rough surfaces. Here,
one of the main challenges is related to properly being able to handle the situation when the
light is incident on the rough surface at grazing angle of incidence.

Even if the problem of scattering from two-dimensional randomly rough surfaces has been
worked on for decades, and important new results keep getting published [224,225], this prob-
lems still needs more focus and attention. First, one needs to work towards more accurate
theoretical approached, but, not the least, also more efficient algorithms for its numerical solu-
tion where the rapid development in modern computer hardware and architecture is taken into
consideration. Second, the properties of scattering systems that are bounded by several two-
dimensional randomly rough interfaces need to be investigated, and progress on this problem
will have practical implications on, e.g., the design and the efficiency of photovoltaic systems.
Moreover, a comparison of experimental and (rigorous) computer simulations results for the
angular intensity distributions of the scattered or transmitted light needs to be performed for
well-characterized, strongly rough metal or dielectric surfaces.

The final suggestion for further research to be given here is related to the important problem
of optical inverse scattering [15,34,241,242]. Such problems takes on at least two forms. In the
first, one tries to design optical surface rough elements so that the scattered (or transmitted)
light has well-defined angular or spectral properties. For this problem, significant progress has
recently been made [34], but still new geometries and, not the least, applications of these
techniques will need more research and development. In the second form of the optical inverse
surface scattering problem, one is faced with the challenge of determining the surface statistics
or reconstructing the topography of the randomly rough surface from the scattered intensity or
the scattered field amplitudes and phases in the far or near field zone [15,241]. This problem, like
any inverse problem, is rather challenging and much more work needs to be dedicated to it in
order to make significant progress. A satisfactory solution to this problem will potentially have
far reaching consequences for optical characterization methods and remote sensing of micro- or
nano-scale structures.

It is to hope that this review can contribute to more interest in, and understanding of,
rough surface scattering problems in general. Since randomly rough surfaces are abundant in
nature, scientists and engineers from many different disciplines are expected to benefit from
advances made in the study of rough surface scattering when, for instance, interpreting their
experimental results. If this review can prompt non-specialists to the field of optics of disorder
surfaces to be more aware of, and, in particular, start to use for their own research the advances
made within rough surface scattering studies over the years, the time put into preparing this
review was well spent.
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A Matrix elements

In this appendix, some calculational details are presented for the matrix elements appearing in
the matrix equations (136) and that are used to determine the source functions needed in the
rigorous numerical simulation approach given in Sec. 4.10.

From this section, Egs. (137), we recall that the matrix elements are defined as

. N Ag/2
Ar = / dry Ay (&nlry) = / du Ay (Emlén + u), (A.1a)
€u—AE/2 N
£atAE/2 INYE
BE / o, Bo(én|t)) = / du B (6mlén + u), (A.1b)
€n—AE/2 N

where we in the last transition have made a change of variable u = x; — &, and where the
kernels, according to Egs. (129) and (134), are given by

1
/. T L / , /.
Ag(z1]2y;w) = nlgéh . Y (77)0n G (r[r'; w) x? = C(I,l) +1n’ (A.2a)
Ty = ((})
By (m1]2);w) = lim = Gi(rr';w) (A.2b)
D n—ot dm o U g = C(x) + '
zy = ((z})
with r = (z1,23) and a similar expression holds for r’, and
L 1
gn:_§+ n—§ AE, n=1,2,3,...,N, (A3)

with A = L/N. In the above expressions, G4 (r|r’;w) denote the free-space Green’s functions
for the Helmholtz equation. In two-dimensions, as we will be considering here, it can be written
as [148]

Gi(r|r;w) = iﬂ'HéD (,/Ei% |r — r'|) , (A.4)

where H(gl)(z) denotes the Hankel function of the first kind and zeroth-order [90,148]. By
substituting this expression for the Green’s function into the kernels, Eqs. (A.2), one gets

Ay (mq]2);w) = lim

n—0+ \ 4 2 xx(z1|z))
x [(x1 — 27)¢ (21) = (C(z1) — (1) +n)], (A.5a)
Balonleiio) = i () A elonle). (A5b)

where we have defined

X (@afe) = VEr(@) 2 y/(@1 — )2 + () — k) + )2 (A50)
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Notice that since the Hankel functions are divergent for vanishing argument [90,148], so are the
kernels A (z1|z};w) and By (x1|z};w). However, fortunately these singularities are integrable,
so the matrix elements AF  and B, are actually non-singular everywhere and in particular
when &, = &,. We will now show this and obtain explicit expressions for these matrix elements.

We start by considering the off-diagonal elements where the kernels are non-singular. In this
case, one may approximate the integrals in Egs. (A.1) by for example the midpoint method [94]

with the result that (m # n)
A = AE A (Emlénsw), (A.6a)

B, = A Bi(émlénsw), (A.6b)

where the expressions for the kernels are understood to be taken in the form Egs. (A.5).

So what about the diagonal matrix elements for which the kernels are singular? In order to
calculate these elements, we start by noting that x4 (& |&m + u), needed in order to evaluate
the matrix elements, can be written as

2
X+ (Emlém +u)=/ex % \/u2 + (C’(fm)u + %C”(fm)ﬁ 4.+ 77)

= /Y(Em)u2 —2nC" (Em)u+ 12 + ...

w
= vez ytenlul + ... (A7)
where we have Taylor expanded ((&,, + u) around &,, and used that v(z1) = /1 + ¢?(z1)

(Eq. (124Db)). Below we will need the following (small argument) asymptotic expansions for the
Hankel functions [90]

D)= 2 (12 2
Hy'(z) = - (1112 —|—'y) +1+0(z°1nz2), (A.8a)
1) : .
Hy ' (2) 201 z 1 1 9
. L ) c 1 A.
. 7TZz—l-7r<n2—|—'y—&—2> 2—|—(’)(z nz), (A.8b)

where v = 0.5772157. .. is the Euler constant.

By introducing these expansions into the kernels, it is rather straightforward to obtain the
diagonal matrix elements by integrating the resulting expressions term-by-term. To demonstrate
this, we start by handling the B;% matrix element. From Eq. (A.6b), with Eqgs. (A.5b), (A.7)
and (A.8a), it follows that the leading term of the diagonal B-matrix elements is

A§/2
BE, = 2/ du B (b€ + )
0

R

/O“/ " du HYY (Ve 2aten)u)
[ e <) e
(e ) ]

™
~ 7£A§ Hél) <\/€Ii7(§g‘(}“) , (A.g)

N =

N =

where in the last transition we have used Eq. (A.8a) once again.
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Furthermore, and in a similar fashion, it follows from the use of Eqgs. (A.8b) and (A.7) that
the leading term of the diagonal elements of A can be written

AE/2
Aim :/ du Ai(§m|€m+u)
—AE/2
; 2 3 .
i w 2 2 1 1
= —e4+— li dy |- 22— = 4 . Lo 2,
155 0 s u{ X Emfem t ) } {TW 5¢ (Em)u” +
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1 2n 1
lim — d
a0+ 2 _a¢ Y26 — 20 (Em)u+ 1
n

AL
Z

1 ¢"(m)
*%w@n/g“

! i - 1 %f " -
= 57 Jm, [tan™" (=¢" () +7(5’”)“)L}%§ " Agﬁlfr'ygg(in)q)
_ 1 ¢"(ém)
=3 + Afm (A.10)

To summarize, we have the following expressions for the matrix elements [38,66,68,139]

A§ Ai(€m|€n)v m 7é n,
;{m =1, ) (A.11)
st A g,y M=
and
A¢ Bi(€m|£n)7 m #n,

—iagH) (yergdlad) . m=n,

In these equations, A+ ({m|&n) and By (€,]€,) are given by Egs. (A.2).

B The y-functions used in small amplitude perturbation theory

In this appendix some of the lengthy formulae found in small amplitude perturbation theory,
Sec. 4.6, are given. In particular, we have given the first few x-functions found in Egs. (91).
We will now in the next two subsections explicitly give these functions for p and s-polarization.
All explicit reference to the frequency w has been suppressed. We have also for completeness
used ¢ for the dielectric constant of the upper medium. In the case of vacuum this constant is
Ep = 1.

B.1 p-polarization

The three first functions in the set {X,(Dn)} are [109,117]:

200 (k)
eag(k) + eoar(k)’

g —£&o

zo0(a) T evalg) (o (@a(k) —eqh]

X (alk) = (B.13a)

g —£&0

i alpi ) = 5 {za(a) [03(8) ~ ak] + 20a(k) [a%(a) — ab]} s

cao(q) +eoa(q) eao(k) + 0a(q)

(e —c0)®  alg)ao(p) +ap 2a0(k) [soa(pr)a(k) — epik]
eao(q) + €oa(q) an(p1) + coc(p1) eag(k) + eoar(k)

. (B.13b)
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and
X alpalpalk) = o= s {2ea?(@ad (k) + [07(0) + af()] [eoala)a(h) — <ok
20(0(]6)
—2€oqka(Q)a(k)}m
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S cao(@) T eoalg) M) Fap N

2a0 (k)

X {sa(pl) [ag(k) — plk} +eoa(k) [012(101) *plk]} m
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66— [a(q) +
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g —&p
x -
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B.2 s-polarization
Here follows the corresponding expressions for s-polarization [109,117]:
2 — 20 (k
W (glk) = 5 —2—° (k) (B.14a)
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@ W eome (o
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(B.14b)
and
) _ e [ oo s sa(@alk) + a2
lalinlnlt) = 2% — B2 {2(0) + 2a(0)a) + ad(o)

w? g0 — €

2 ao(p1) + alp) [a(p1) + a(k)] + 3 [a(g) — ao(p1)]

w? g0 —¢€ w? g0 —¢€ 20 (k)

2 ag(p1) + a(p1) ¢ ag(pz) + a(p2) } ao(k) + a(k) (B-14c)

With these expressions we close this appendix.
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