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• Successes of modern air shower simulation

• Tests of air shower with Auger

• Relation to other air shower data

• Implications of Auger observations
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Success: GRAPES-3 element fluxes
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Hybrid detection
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Analysis methods
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Universality method
em. component universal
muonic contribution: part of signal

Time trace analysis
jump method (muon counting)
smoothing method (em. component)

Simulation of individual hybrid events

Analysis of data at 1019 eV
QGSJET II, protons as reference scale
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Figure 7: The combined energy spectrum compared with several astrophysical models assuming a pure composition of protons (red lines) or iron

(blue line), a power-law injection spectrum following E−β and a maximum energy of Emax = 1020.5 eV. The cosmological evolution of the source

luminosity is given by (z + 1)m. The black line shows one of the fits used to determine the spectral features (see text).

spectrum that is at variance with our data. Better agree-313

ment is obtained for a scenario including a strong cos-314

mological evolution of the source luminosity (m = 5) in315

combination with a harder injection spectrum (∝ E−2.3).316

Alternatively, a hypothetical model of a pure iron com-317

position injected with a spectrum following∝ E−2.4 and318

uniformly distributed sources with m = 0 is also able to319

describe the measured spectrum above the ankle, below320

which an additional component is required.321

6. Summary322

We have measured the cosmic ray flux with the Pierre323

Auger Observatory by applying two data analysis meth-324

ods. The fluxed obtained with from hybrid events and325

from the surface detector array are in good agreement326

in the overlapping energy range. A combined spectrum327

is derived that covers the energy range from 1018 eV328

to above 1020 eV with high statistics. The dominant329

source of systematic uncertainty is the energy assign-330

ment (≈ 22%) which is expected to be reduced by forth-331

coming lab measurements [41]. A pronounced spectral332

break, the ankle, at 1018.6 eV and a flux suppression at333

high energy is found.334
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Fundação de Amparo à Pesquisa do Estado de Rio de349

Janeiro (FAPERJ), Fundação de Amparo à Pesquisa350
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Universality of showers at very high energy (i)
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the shower in ground-based scintillator experiments measuring
particle densities at different lateral distances. By integrating the
measured distribution or using the particle density at a given dis-
tance, an estimate for the primary energy can be made. Exact
knowledge of the lateral distribution shape is therefore crucial to
accurately determine the shape of the cosmic-ray energy
spectrum.

When looking at the lateral distribution of electron and posi-
trons in terms of the lateral distance r from the shower axis, a very
poor level of universality is encountered. This is mainly due to dif-
ferences in atmospheric density at the individual values of Xmax.
We can compensate for these differences by expressing the lateral
distance in terms of the Moliére unit rM, defining [35]

x ! r
rM

’ rqAðhÞ
9:6g=cm2 ; ð11Þ

where qAðhÞ is the atmospheric density as a function of height h. For
different values of !, the normalized lateral particle distribution at
t ¼ 0 is shown in Fig. 9 as a function of distance for 20 individual
proton showers. In this figure, all curves line up as the compensa-
tion for density is applied. Note that the physical density Nðt; rÞ, ex-
pressed in particles per unit area, is proportional to Nðt; ln xÞ=x2:

Nðt; ln xÞ ¼ @NðtÞ
@ ln x

¼ 2px2r2M
_NðtÞ

2pr dr
; ð12Þ

and decreases strictly with distance from the shower axis. As ex-
pected, particles with higher energies tend to remain closer to the
shower axis. This agrees with the observation that the angle of their
momentum to the shower axis is smaller.

There is no statistically relevant dependence of the lateral dis-
tribution on zenith angle of incidence, nor does it change when
electrons or positrons are considered separately, except at energies
! < 10MeV. There is, however, a significant effect with shower
stage as shown in Fig. 10: older showers tend to be wider at the
same secondary energy. Therefore, unlike in the case of angular
distributions, in any parameterization of the lateral distribution a
dependence on t must be incorporated. There is also a minor effect
of the energy of the primary on the distribution, but this is only
appreciable for secondary energies of ! > 1GeV.

From Figs. 9–11 it is observed that each curve is a combination
of two separate contributions. The left peak, the shape of which
does not depend significantly on primary energy or species, is pro-
duced through the main electromagnetic formation channel of cas-
cading steps of bremsstrahlung and pair creation. The second bulge
shows a high level of dependence on primary species, as shown in
Fig. 11. It tends to be less prominent for photon primaries, as for
these species there is no significant contribution from the pion pro-
duction channel. For hadronic primaries it is more significant,
especially at higher secondary energies of ! > 100MeV. The magni-
tude of the variation between different species does not change
with t, but its lateral position does slightly. The variations in
strength of the second bulge for different primaries can be traced
back to the contribution initiated by the decay channel
p% ! l% þ ml. This is shown in Fig. 12, comparing a set of unal-
tered 1017 eV photon-initiated showers, which have no significant
pion content, to a set of proton showers at the same energy in
which the p% creation channel was disabled. Differences between
their lateral distributions are smaller than statistical deviations.

Fig. 10. Average distributions nðt; ln !; ln xÞ for different shower stages, averaged
over 20 proton-initiated showers at 1018 eV, clearly showing dependence on t.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 8. Normalized average electron distributions nðt ¼ 0; ln !;/Þ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (10) are also drawn (dashed).

Fig. 9. Electron distributions nðt ¼ 0; ln !; ln xÞ for different electron energies as a
function of distance to the shower axis for 20 individual showers initiated by
1018 eV protons. The curve set for 1GeV is at the actual level; consecutive sets are
shifted up by a factor of 10.

248 S. Lafebre et al. / Astroparticle Physics 31 (2009) 243–254

This observation raises the question whether one could use this
difference in lateral distribution to differentiate between primaries
on an individual shower basis by their lateral distribution, inde-
pendently of measurements of primary energy or depth of shower
maximum. This would be a difficult task. First of all, appreciable
difference in density only occurs at high energies and at some dis-
tance, implying that the total electron density in the region of sen-
sitivity would be very small. Additionally, the effect does not
appear at the same distance for different electron energies. This
makes the feature less pronounced when an integrated energy
spectrum is measured.

Traditionally, the integral lateral electron distribution is de-
scribed by an approximation of the analytical calculation of the lat-
eral distribution in electromagnetic cascades, the Nishimura–
Kamata–Greisen (NKG) function [36,37]. The integral lateral distri-
bution for our simulated set of showers nðt; ln xÞ / x2qnkg is repro-
duced well by a parameterization of this form, provided that we
allow the parameters to be varied somewhat. Let us define

nðt; ln xÞ ¼ C2xf0 ðx1 þ xÞf1 ð13Þ

as parameterization. In the original definition, described in terms of
shower age s, we have f0 ¼ s; f1 ¼ s% 4:5, and x1 ¼ 1. Our simulated
lateral spectra closely follow the values f0 ¼ 0:0238t þ 1:069; f1 ¼
0:0238t % 2:918, and x1 ¼ 0:430 to an excellent level for 10%3 <
x < 10.

To reproduce the main bulge in the energy-dependent lateral
electron distributions, we propose a slightly different function.
The second bulge will be ignored here since it is much lower than
the primary bulge, and its relative height depends heavily on pri-
mary species as mentioned earlier. The proposed parameterization
is the same as (13):

nðt; ln !; ln xÞ ¼ C 0
2x

f00 ðx01 þ xÞf
0
1 ; ð14Þ

mimicking the behaviour of the NKG function, but now also varying
the parameters with !. Appendix A.4 explains the values of x0i and f0i.
As an example of the fit, Fig. 13 compares the parameterization to
the average distribution for proton showers at their maximum.
The proposed parameters adequately reproduce the main bulge of
the lateral distribution in the energy range of 1MeV < ! < 1GeV
for distances x > 2 & %3 and evolution stages %6 < t < 9.

Neglecting the second bulge results in a slightly overestimated
overall value for the normalization. The disregarded tail only con-
stitutes a minor fraction of the total number of particles, however,
especially at high energies. This fact becomes even more evident if
one considers that the actual distribution is obtained by dividing
by x2.

The position of the break xc, the distance of the highest peak in
the distribution, is plotted in Fig. 14 for various shower stages for
20 averaged showers. The theoretical break distance from the ori-
ginal Nishimura–Kamata–Greisen distribution at the shower max-
imum, which is an integral distribution over all electron energies,
is also plotted as a horizontal line. At lower energies, the two are
in good agreement as expected.

8. Delay time distribution

For radio geosynchrotron measurements the arrival time of
charged particles is a vital quantity, because it determines the
thickness of the layer of particles that form the air shower. This

Fig. 11. Average distributions nðt ¼ 0; ln !; ln xÞ for different primaries, averaged
over 20 showers at 1018 eV. Again, consecutive sets are shifted up by a factor of 10.
Note the dependence on species of the bulge on the right.

Fig. 12. Comparison of average distributions nðt ¼ 0; ln !; ln xÞ at 1017 eV for 20
standard photon showers to 20 proton showers in which p' decay was disabled.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 13. Normalized average electron distributions nðt ¼ 0; ln !; ln xÞ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (14) are also drawn (dashed).
Consecutive sets are again shifted up by a factor of 10.

S. Lafebre et al. / Astroparticle Physics 31 (2009) 243–254 249

(S. Lafebre et al., Astropart. Phys. 31, 2009)
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the shower in ground-based scintillator experiments measuring
particle densities at different lateral distances. By integrating the
measured distribution or using the particle density at a given dis-
tance, an estimate for the primary energy can be made. Exact
knowledge of the lateral distribution shape is therefore crucial to
accurately determine the shape of the cosmic-ray energy
spectrum.

When looking at the lateral distribution of electron and posi-
trons in terms of the lateral distance r from the shower axis, a very
poor level of universality is encountered. This is mainly due to dif-
ferences in atmospheric density at the individual values of Xmax.
We can compensate for these differences by expressing the lateral
distance in terms of the Moliére unit rM, defining [35]

x ! r
rM

’ rqAðhÞ
9:6g=cm2 ; ð11Þ

where qAðhÞ is the atmospheric density as a function of height h. For
different values of !, the normalized lateral particle distribution at
t ¼ 0 is shown in Fig. 9 as a function of distance for 20 individual
proton showers. In this figure, all curves line up as the compensa-
tion for density is applied. Note that the physical density Nðt; rÞ, ex-
pressed in particles per unit area, is proportional to Nðt; ln xÞ=x2:

Nðt; ln xÞ ¼ @NðtÞ
@ ln x

¼ 2px2r2M
_NðtÞ

2pr dr
; ð12Þ

and decreases strictly with distance from the shower axis. As ex-
pected, particles with higher energies tend to remain closer to the
shower axis. This agrees with the observation that the angle of their
momentum to the shower axis is smaller.

There is no statistically relevant dependence of the lateral dis-
tribution on zenith angle of incidence, nor does it change when
electrons or positrons are considered separately, except at energies
! < 10MeV. There is, however, a significant effect with shower
stage as shown in Fig. 10: older showers tend to be wider at the
same secondary energy. Therefore, unlike in the case of angular
distributions, in any parameterization of the lateral distribution a
dependence on t must be incorporated. There is also a minor effect
of the energy of the primary on the distribution, but this is only
appreciable for secondary energies of ! > 1GeV.

From Figs. 9–11 it is observed that each curve is a combination
of two separate contributions. The left peak, the shape of which
does not depend significantly on primary energy or species, is pro-
duced through the main electromagnetic formation channel of cas-
cading steps of bremsstrahlung and pair creation. The second bulge
shows a high level of dependence on primary species, as shown in
Fig. 11. It tends to be less prominent for photon primaries, as for
these species there is no significant contribution from the pion pro-
duction channel. For hadronic primaries it is more significant,
especially at higher secondary energies of ! > 100MeV. The magni-
tude of the variation between different species does not change
with t, but its lateral position does slightly. The variations in
strength of the second bulge for different primaries can be traced
back to the contribution initiated by the decay channel
p% ! l% þ ml. This is shown in Fig. 12, comparing a set of unal-
tered 1017 eV photon-initiated showers, which have no significant
pion content, to a set of proton showers at the same energy in
which the p% creation channel was disabled. Differences between
their lateral distributions are smaller than statistical deviations.

Fig. 10. Average distributions nðt; ln !; ln xÞ for different shower stages, averaged
over 20 proton-initiated showers at 1018 eV, clearly showing dependence on t.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 8. Normalized average electron distributions nðt ¼ 0; ln !;/Þ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (10) are also drawn (dashed).

Fig. 9. Electron distributions nðt ¼ 0; ln !; ln xÞ for different electron energies as a
function of distance to the shower axis for 20 individual showers initiated by
1018 eV protons. The curve set for 1GeV is at the actual level; consecutive sets are
shifted up by a factor of 10.
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This observation raises the question whether one could use this
difference in lateral distribution to differentiate between primaries
on an individual shower basis by their lateral distribution, inde-
pendently of measurements of primary energy or depth of shower
maximum. This would be a difficult task. First of all, appreciable
difference in density only occurs at high energies and at some dis-
tance, implying that the total electron density in the region of sen-
sitivity would be very small. Additionally, the effect does not
appear at the same distance for different electron energies. This
makes the feature less pronounced when an integrated energy
spectrum is measured.

Traditionally, the integral lateral electron distribution is de-
scribed by an approximation of the analytical calculation of the lat-
eral distribution in electromagnetic cascades, the Nishimura–
Kamata–Greisen (NKG) function [36,37]. The integral lateral distri-
bution for our simulated set of showers nðt; ln xÞ / x2qnkg is repro-
duced well by a parameterization of this form, provided that we
allow the parameters to be varied somewhat. Let us define

nðt; ln xÞ ¼ C2xf0 ðx1 þ xÞf1 ð13Þ

as parameterization. In the original definition, described in terms of
shower age s, we have f0 ¼ s; f1 ¼ s% 4:5, and x1 ¼ 1. Our simulated
lateral spectra closely follow the values f0 ¼ 0:0238t þ 1:069; f1 ¼
0:0238t % 2:918, and x1 ¼ 0:430 to an excellent level for 10%3 <
x < 10.

To reproduce the main bulge in the energy-dependent lateral
electron distributions, we propose a slightly different function.
The second bulge will be ignored here since it is much lower than
the primary bulge, and its relative height depends heavily on pri-
mary species as mentioned earlier. The proposed parameterization
is the same as (13):

nðt; ln !; ln xÞ ¼ C 0
2x

f00 ðx01 þ xÞf
0
1 ; ð14Þ

mimicking the behaviour of the NKG function, but now also varying
the parameters with !. Appendix A.4 explains the values of x0i and f0i.
As an example of the fit, Fig. 13 compares the parameterization to
the average distribution for proton showers at their maximum.
The proposed parameters adequately reproduce the main bulge of
the lateral distribution in the energy range of 1MeV < ! < 1GeV
for distances x > 2 & %3 and evolution stages %6 < t < 9.

Neglecting the second bulge results in a slightly overestimated
overall value for the normalization. The disregarded tail only con-
stitutes a minor fraction of the total number of particles, however,
especially at high energies. This fact becomes even more evident if
one considers that the actual distribution is obtained by dividing
by x2.

The position of the break xc, the distance of the highest peak in
the distribution, is plotted in Fig. 14 for various shower stages for
20 averaged showers. The theoretical break distance from the ori-
ginal Nishimura–Kamata–Greisen distribution at the shower max-
imum, which is an integral distribution over all electron energies,
is also plotted as a horizontal line. At lower energies, the two are
in good agreement as expected.

8. Delay time distribution

For radio geosynchrotron measurements the arrival time of
charged particles is a vital quantity, because it determines the
thickness of the layer of particles that form the air shower. This

Fig. 11. Average distributions nðt ¼ 0; ln !; ln xÞ for different primaries, averaged
over 20 showers at 1018 eV. Again, consecutive sets are shifted up by a factor of 10.
Note the dependence on species of the bulge on the right.

Fig. 12. Comparison of average distributions nðt ¼ 0; ln !; ln xÞ at 1017 eV for 20
standard photon showers to 20 proton showers in which p' decay was disabled.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 13. Normalized average electron distributions nðt ¼ 0; ln !; ln xÞ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (14) are also drawn (dashed).
Consecutive sets are again shifted up by a factor of 10.

S. Lafebre et al. / Astroparticle Physics 31 (2009) 243–254 249

(S. Lafebre et al., Astropart. Phys. 31, 2009)
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This observation raises the question whether one could use this
difference in lateral distribution to differentiate between primaries
on an individual shower basis by their lateral distribution, inde-
pendently of measurements of primary energy or depth of shower
maximum. This would be a difficult task. First of all, appreciable
difference in density only occurs at high energies and at some dis-
tance, implying that the total electron density in the region of sen-
sitivity would be very small. Additionally, the effect does not
appear at the same distance for different electron energies. This
makes the feature less pronounced when an integrated energy
spectrum is measured.

Traditionally, the integral lateral electron distribution is de-
scribed by an approximation of the analytical calculation of the lat-
eral distribution in electromagnetic cascades, the Nishimura–
Kamata–Greisen (NKG) function [36,37]. The integral lateral distri-
bution for our simulated set of showers nðt; ln xÞ / x2qnkg is repro-
duced well by a parameterization of this form, provided that we
allow the parameters to be varied somewhat. Let us define

nðt; ln xÞ ¼ C2xf0 ðx1 þ xÞf1 ð13Þ

as parameterization. In the original definition, described in terms of
shower age s, we have f0 ¼ s; f1 ¼ s% 4:5, and x1 ¼ 1. Our simulated
lateral spectra closely follow the values f0 ¼ 0:0238t þ 1:069; f1 ¼
0:0238t % 2:918, and x1 ¼ 0:430 to an excellent level for 10%3 <
x < 10.

To reproduce the main bulge in the energy-dependent lateral
electron distributions, we propose a slightly different function.
The second bulge will be ignored here since it is much lower than
the primary bulge, and its relative height depends heavily on pri-
mary species as mentioned earlier. The proposed parameterization
is the same as (13):

nðt; ln !; ln xÞ ¼ C 0
2x

f00 ðx01 þ xÞf
0
1 ; ð14Þ

mimicking the behaviour of the NKG function, but now also varying
the parameters with !. Appendix A.4 explains the values of x0i and f0i.
As an example of the fit, Fig. 13 compares the parameterization to
the average distribution for proton showers at their maximum.
The proposed parameters adequately reproduce the main bulge of
the lateral distribution in the energy range of 1MeV < ! < 1GeV
for distances x > 2 & %3 and evolution stages %6 < t < 9.

Neglecting the second bulge results in a slightly overestimated
overall value for the normalization. The disregarded tail only con-
stitutes a minor fraction of the total number of particles, however,
especially at high energies. This fact becomes even more evident if
one considers that the actual distribution is obtained by dividing
by x2.

The position of the break xc, the distance of the highest peak in
the distribution, is plotted in Fig. 14 for various shower stages for
20 averaged showers. The theoretical break distance from the ori-
ginal Nishimura–Kamata–Greisen distribution at the shower max-
imum, which is an integral distribution over all electron energies,
is also plotted as a horizontal line. At lower energies, the two are
in good agreement as expected.

8. Delay time distribution

For radio geosynchrotron measurements the arrival time of
charged particles is a vital quantity, because it determines the
thickness of the layer of particles that form the air shower. This

Fig. 11. Average distributions nðt ¼ 0; ln !; ln xÞ for different primaries, averaged
over 20 showers at 1018 eV. Again, consecutive sets are shifted up by a factor of 10.
Note the dependence on species of the bulge on the right.

Fig. 12. Comparison of average distributions nðt ¼ 0; ln !; ln xÞ at 1017 eV for 20
standard photon showers to 20 proton showers in which p' decay was disabled.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 13. Normalized average electron distributions nðt ¼ 0; ln !; ln xÞ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (14) are also drawn (dashed).
Consecutive sets are again shifted up by a factor of 10.
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Asymmetries and 
effective detector area 
taken into account

Em. particles from 
muon decay treated 
separately

Distance to ground – DG

(F. Schmidt et al., Astropart. Phys. 29, 2008)
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Universality of em. shower component
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Signal at 1000m

Predicted signal at 1000m:

DG = Xdet−Xmax

includes e/m signal from muon decay

SMC = SEM(DG,E) + Nrel
µ · SQGSII,p

µ (DG,1019 eV)

12(F. Schmidt et al., Astropart. Phys. 29, 2008)
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Prediction of S(1000) for different angles

13

Predicted Auger tank signal

iron

proton

muon 
signal

em. signal

SMC = SEM(DG,E) + Nrel
µ · SQGSII,p

µ (DG,1019 eV)



Universality and isotropy

Nrel
µ · SQGSII

µ

SEM(DG,E)

sin^2 theta
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Ev
en

ts

210×3

210×4

210×5

210×6

210×7
210×8
210×9
310

310×2

Nrel
µ = 1.63

Cosmic ray 
flux isotropic: 

dNev

d sin2 θ

∣∣∣∣
S(1000)>SMC(E,θ,〈Xmax〉,Nrel

µ )
= const.

Result accounting for shower 
fluctuations and detector resolution

Nrel
µ = 1

Nrel
µ = 2

14

Nrel
µ (1019 eV) = 1.53+0.09

−0.07(stat.)+0.21
−0.11(sys.)



Absolute energy scale from universality

S38(1019 eV) = SEM(1019 eV,θ = 38◦,〈Xmax〉) + Nrel
µ · SQGSII,p

µ (1019 eV)

from Auger data: hybrid measurement

from Auger data: 
const. intensity method

Corresponding energy scale

(compatible with current uncertainty of fluorescence detector energy scale)
15

S38(1019 eV) = 38.9+1.4
−1.2(stat.)+1.6

−1.8(sys.) VEM

Data: Jan 2004 - Dec 2008

E′ = 1.26+0.05
−0.04(sys.)× EFD



Time structure of tank signal
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5 Muonic signal
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5 Electromagnetic signal

Simulated proton shower of E = 1019 eV and θ = 45°, 

individual muon peaks

smooth signal from em 
component, peaks from high 
energy photons possible 



Muon counting with jump method

17
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Em. signal from smoothing 
method

18

PROCEEDINGS OF THE 31st ICRC, !ÓDŹ 2009 3
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Fig. 3: The dependence of the relative deviation between

the simulated and the estimated EM signals on the

primary particle. The results are presented for 10EeV

energy showers and zenith angles up to 50◦.
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in data and in the simulation (open and filled symbols

indicate the use of proton or iron primaries in the

simulation, respectively). The systematic uncertainty for

SEM (10 EeV and 38◦ showers) is shown by the shaded

band.

IV. INDIVIDUAL HYBRID SIMULATION

The FD and SD signals can be compared to the model

predictions on an event-by-event basis with a technique

based on the simulation of individual high quality hybrid

events. The shower simulations are done using SENECA

[11] and QGSJET II as high energy hadronic interaction

model. The surface detector response has been simu-

lated with GEANT4 and extensively tested [12]. We

use hybrid events with 18.8 < log10(E/eV) < 19.2
that satisfy the quality cuts used in the FD-SD energy

calibration and Xmax analyses [7], [13]. Each event is at

first simulated 400 times using the geometry and energy
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(bottom panel) profiles for one of the hybrid events.

The best-matching simulation is shown by the full (top)

and dashed (bottom) line (without rescaling of the muon

number relative to the model prediction).

given by the hybrid reconstruction of the event. The

primary is taken as proton or iron as is most probable

based on the measured Xmax of the event. The three

simulated showers with the lowest χ2 with respect to

the FD data are then re-simulated using a lower thinning

level to have a high quality simulation of the particles

reaching ground. Finally, the actual detector response to

each of the simulated events is obtained using [14]. The

longitudinal profiles and the lateral distribution functions

variation among the three simulations is ≈ 5 and 15%,
respectively . The measured longitudinal profile together

with that of the best-matching simulated event is shown

in Fig. 5 (top panel) for one representative event; in the

bottom panel, the measured tank signals are compared

to those of the simulated event.

An overall rescaling of the surface detector signals

results in a residual discrepancy which increases ap-

proximately linearly with secθ of the events; a possible
interpretation of this deficit of signal is a lack of muons

in the simulations. The preferred energy and muon

shift within the Golden Hybrid method can be found

determining for each event the reconstructed S(1000),
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predictions on an event-by-event basis with a technique

based on the simulation of individual high quality hybrid

events. The shower simulations are done using SENECA

[11] and QGSJET II as high energy hadronic interaction

model. The surface detector response has been simu-

lated with GEANT4 and extensively tested [12]. We

use hybrid events with 18.8 < log10(E/eV) < 19.2
that satisfy the quality cuts used in the FD-SD energy

calibration and Xmax analyses [7], [13]. Each event is at
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(bottom panel) profiles for one of the hybrid events.

The best-matching simulation is shown by the full (top)

and dashed (bottom) line (without rescaling of the muon

number relative to the model prediction).

given by the hybrid reconstruction of the event. The

primary is taken as proton or iron as is most probable

based on the measured Xmax of the event. The three

simulated showers with the lowest χ2 with respect to

the FD data are then re-simulated using a lower thinning

level to have a high quality simulation of the particles

reaching ground. Finally, the actual detector response to

each of the simulated events is obtained using [14]. The

longitudinal profiles and the lateral distribution functions

variation among the three simulations is ≈ 5 and 15%,
respectively . The measured longitudinal profile together

with that of the best-matching simulated event is shown

in Fig. 5 (top panel) for one representative event; in the

bottom panel, the measured tank signals are compared

to those of the simulated event.

An overall rescaling of the surface detector signals

results in a residual discrepancy which increases ap-

proximately linearly with secθ of the events; a possible
interpretation of this deficit of signal is a lack of muons

in the simulations. The preferred energy and muon

shift within the Golden Hybrid method can be found

determining for each event the reconstructed S(1000),

Procedure
• average over 4 bins
• subtract peaks
• repeat procedure 7 times

MC study of resolution

E′ = 1.29± 0.07(sys.)× EFD
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Simulation of individual hybrid events

19
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IV. INDIVIDUAL HYBRID SIMULATION

The FD and SD signals can be compared to the model

predictions on an event-by-event basis with a technique

based on the simulation of individual high quality hybrid

events. The shower simulations are done using SENECA

[11] and QGSJET II as high energy hadronic interaction

model. The surface detector response has been simu-

lated with GEANT4 and extensively tested [12]. We

use hybrid events with 18.8 < log10(E/eV) < 19.2
that satisfy the quality cuts used in the FD-SD energy

calibration and Xmax analyses [7], [13]. Each event is at

first simulated 400 times using the geometry and energy
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Fig. 5: The observed longitudinal (top panel) and lateral

(bottom panel) profiles for one of the hybrid events.

The best-matching simulation is shown by the full (top)

and dashed (bottom) line (without rescaling of the muon

number relative to the model prediction).

given by the hybrid reconstruction of the event. The

primary is taken as proton or iron as is most probable

based on the measured Xmax of the event. The three

simulated showers with the lowest χ2 with respect to

the FD data are then re-simulated using a lower thinning

level to have a high quality simulation of the particles

reaching ground. Finally, the actual detector response to

each of the simulated events is obtained using [14]. The

longitudinal profiles and the lateral distribution functions

variation among the three simulations is ≈ 5 and 15%,
respectively . The measured longitudinal profile together

with that of the best-matching simulated event is shown

in Fig. 5 (top panel) for one representative event; in the

bottom panel, the measured tank signals are compared

to those of the simulated event.

An overall rescaling of the surface detector signals

results in a residual discrepancy which increases ap-

proximately linearly with secθ of the events; a possible
interpretation of this deficit of signal is a lack of muons

in the simulations. The preferred energy and muon

shift within the Golden Hybrid method can be found

determining for each event the reconstructed S(1000),

Procedure
• Simulation of 400 showers

with reconstructed geometry
• Proton or iron primaries
• SD simulation for best long. profile
• Reconstruction of hybrid event

Results
• Muon deficit found in both

proton and iron like showers
• Showers with same Xmax show

10-15% variation of S(1000)



Comparison of results
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Energy scale rel. to FD
0.8 1 1.2 1.4

(1
00

0 
m

) a
t 1

0 
Ee

V
µre

l.
N

1

1.5

2

2.5
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QGSJET II-3/iron

QGSJET II-3/proton

Individual hybrid simulation

Em. component

Universality methodMuon counting

Results of different methods consistent
• shift of energy scale expected
• muon deficit in simulation even with shifted energy scale

But:  All results depend directly or indirectly on simulation of em. component

QGSJET II:
Nµrel = 1.0 (protons)
Nµrel = 1.32 (iron)



HiRes prototype & MIA

21



1992-1996: HiRes Prototype
• 14 (HiRes-1) + 4 (HiRes-2) mirror prototype 

detector operated between 1992 and 1996
• HiRes-1 field of view up to ~70°.
• HiRes-1 operated in hybrid mode with the 

MIA muon array (16 patches×64 underground 
scintillation counters each):

(P. Sokolsky, Seattle 2008)



HiRes-MIA hybrid measurement
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Analysis with QGSJET98 (very similar to QGSJET01)

Muon density 600m from core



KArlsruhe Shower Core and Array DEtector

T. Antoni et al, Nucl. Instr. & Meth. A 513 (2004) 490

Simultaneous measurement of
electromagnetic, 
muonic,
hadronic
shower components



Determination of electron and muon numbers
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ρ(r) = Ne · c(s) ·
(

r
r0

)s−α (
1+

r
r0

)s−β

Modified NKG fit, corrected for Ee > 3 MeV

α = 1.5 β = 3.6 r0 = 40m

Modified NKG fit, Eµ > 230 MeV

α = 1.5 β = 3.7 r0 = 420m

truncated to 40 - 200m
effective age taken from simulations



Slope of lateral distribution at ground
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Electron lateral distribution wider
than predicted in simulations

ρ(r) = Ne · c(s) ·
(

r
r0

)s−α (
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r
r0

)s−β



Shower simulation: muon deficit?
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Muon production in hadronic showers

tot ch= n    + nneutn

n ch( )2

E

(nch)n

tot

2
tot

n
tot

E /n

E /(n    )

E /(n    )

0

0

0

0 Primary particle proton

π0 decay immediately

π± initiate new cascades 

Assumptions: 

• cascade stops at

• each hadron produces one muon

Epart = Edec

Nµ =
(

E0

Edec

)α

α =
lnnch

lnntot
≈ 0.82 . . .0.95

(Matthews, Astropart.Phys. 22, 2005) 28



Sensitivity to physics of first interaction
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Nµ =
(

E0

Edec

)α
Muon production:

Nµ = n(first)
ch

(
E0

n(first)
tot Edec

)α

= k1−α
(

E0

Edec

)α

Multiplicity increase by 
factor of 2:     5 -7% more muons,
factor of 10:   25% more muons 

Muon number insensitive to changes 
of high-energy interactions
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(S. Ostapchenko, 2007)

Muon enhancement



Modification of ratio of neutral to charged pions
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α =
ln(nch)
ln(ntot)

Nµ =
(

E0

Edec

)α

Particle ratios:
quark counting and 
SU(3) symmetry !

quark diquark

meson

baryonmeson



String fragmentation: baryon pairs

diquark - anti-diquark pair

baryon anti-baryon pair

leading baryon
leading meson

31



Baryon pair-production not understood

32
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Secondary particle multiplicity

Two strings of high mass
Many strings of low mass

EPOS: modification of fragmentation parameters
          as function of string density (RHIC data)

(K. Werner et al., Phys. Rev. C75, 2006)

(SIBYLL too low by factor ~2)



EPOS: Enhancement of baryon pair production

33

(Grieder, ICRC 1973)
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Example: secondary particles in interactions at 1014 eV
(Pierog, Werner, Phys. Rev. Lett.101, 2008)
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• Small energy fraction, low multiplicity
• Multiplication effect (no decay)
• Large transverse momentum
• Softer muon spectrum

Muon multiplicity re-scaled with energy



Muon deficit: missing energy correction
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Etot (log10(eV))
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(T. Pierog et al., ICRC 2007)

 Model dependence of 
energy correction small

E = 1019.5 eV 
Total energy shift
by not more than 4%,
in extreme case



New interaction physics?
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Fluctuations in Xmax and first interaction point
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〈X1〉 = λint

dN
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1

λint
exp

{
− X1

λint

}

RMS(X1) = λint

λint =
24160 g/cm2

σprod/mb
No shower-to-shower fluctuations
in addition to depth X1

σprod ≥ 850mb
Protons (500 mb)

cross section: 48 g/cm2

shower fluctuations: 36 g/cm2 
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Fig. 3. Effect of changing interaction characteristics on proton induced air showers. Shown is the impact on the observables Xmax, Ne and
Nµ. Each data point is the mean value for 1000 simulated air showers at a primary energy of 1019.5 eV. The lines are just to guide the eye.
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Fig. 4. Effect of changing interaction characteristics on iron induced air showers. Shown is the impact on the observables Xmax, Ne and
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Scaling factor at 1019 eV
(R. Ulrich et al., 0906.0418)

Proton showers (toy model)

Elab = 1019.5 eV,
√

spp ≈ 240TeV
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Iron showers (toy model)

Elab = 1019.5 eV,
√

spp ≈ 32TeV

(R. Ulrich et al., 0906.0418)
Scaling factor at 1019 eV



Conclusions

41

Air shower simulation not reliable for
• energy determination with muon-sensitive detector array
• ground-based composition observables
• hadron distributions at ground

Strong indications for
• deficit in muon production
• energy scale to be shifted up in case of Auger

Improvement of data description with EPOS, but no complete explanation 
found so far

Interpretation of Auger data on Xmax with exotic physics difficult

Data from colliders (LHC!) very important to extrapolate cross section 
and particle production more reliably



Auger enhancements: physics motivation

Berezinsky et al.:
- Ankle is feature due to 
  extragalactic proton propagation
- Injection spectrum dN/dE ~ E-2.7

Hillas:
- Ankle is transition galactic
  to extragalactic cosmic rays
- Injection spectrum dN/dE ~ E-2.3

Flux very similar, composition different

Astropart. Phys. 21 (2004)

J. Phys. G31 (2005)

17            18            19            20
log10(E/eV)
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HEAT: High Elevation Auger Telescopes

• 3 ``standard´´ Auger telescopes tilted to cover 30 - 60° elevation
• Custom-made metal enclosures
• Also prototype study for northern Auger Observatory 43
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CAD view
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Current status of construction
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Auger Enhancements: HEAT and AMIGA
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31-01-2009



Auger Enhancements: HEAT and AMIGA
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HEAT - First Event!

azimuth  [deg]

30 40 50 60 70 80

e
le

v
a

ti
o

n
  

[d
e

g
]

0

10

20

30

40

50

HEAT

Coihueco

The first well-reconstructed event seen with HEAT and Coihueco

Steffen Müller (KIT) HEAT 9 / 11

HEAT - First Event!

]2slant depth [g/cm

400 500 600 700 800 900

)]
2

d
E

/d
X

 [
P

e
V

/(
g

/c
m

0

0.1

0.2

0.3

0.4

0.5
/Ndf=   37.6/412! E = (2.02 ± 0.18) · 1017eV

Xmax = 657 ± 12 g/cm2

Low energy
Xmax in HEAT
Reconstructable only
with HEAT!

Steffen Müller (KIT) HEAT 10 / 11

31-01-2009


