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We discuss an experiment for determining the heat capacities of various solids based on a calorimetric approach where the solid vaporizes a measurable mass of liquid nitrogen. We demonstrate our technique for copper and aluminum, and compare our data with Einstein’s model of independent harmonic oscillators and the more accurate Debye model. We also illustrate an interesting material property, the Verwey transition in magnetite.

I. THEORETICAL MOTIVATION

The departure of the heat capacity from the classical Dulong–Petit law at low temperatures is an example of the success of quantum mechanics. An experiment that is accessible to undergraduates for measuring low temperature heat capacities and correlating results with Einstein’s and Debye’s, is therefore of pedagogical value. We first summarize the underlying theory.

II. THEORY

A. Einstein model

The nature on the heat capacity of solids can be found in standard texts. In summary, Dulong and Petit showed that the molar heat capacity of metals has the constant value $3R$, where $R$ is the molar gas constant. However, it was found that the heat capacity deviates significantly from this value for low temperatures (below room temperature), especially for elements with mass number greater than 40. This deviation led Einstein to do the first quantum mechanical calculation of the heat capacity. He modeled a solid as $N$ independent, three-dimensional oscillators, all with the same fundamental frequency $\nu$, and obtained the temperature dependence of the molar heat capacity $C_V$ as

$$C_V = 3Nk_B\left(\frac{\theta_E}{T}\right)^2 \frac{e^{\theta_E/T}}{(e^{\theta_E/T} - 1)^2},$$

where $k_B$ is the Boltzmann’s constant and $\theta_E = h\nu/k_B$, the Einstein temperature. For high temperatures, $T \gg \theta_E$, $C_V$ approaches $3Nk_B = 3R$ as predicted by the Dulong–Petit law.

B. Debye model

Debye considered the solid as a continuous medium comprising oscillators whose phonon spectrum or density of states $g(\nu)$ obeys the more realistic form, $4\pi\nu^2/c^3$, where $c$ is the propagation speed of a wave in the solid. (In the Einstein model $g(\nu) = \delta(\nu - \nu_E)$, where $\delta$ is the Dirac’s delta function.) Because the speeds vary for the longitudinal ($c_l$) and the doubly-degenerate transverse ($c_t$) waves, we write

$$g(\nu)d\nu = 4\pi\nu^2\left(\frac{1}{c_l^3} + \frac{2}{c_t^3}\right)d\nu.$$  (2)

If we use Eq. (2) and Planck’s formula for the average vibrational energy of the oscillator with frequency $\nu$, the total vibrational energy of the crystal is

$$E = \frac{4\pi k_B^2}{h^3}\left(\frac{1}{c_l^3} + \frac{2}{c_t^3}\right)\int_{0}^{h\nu/k_BT} \frac{x^3}{e^x - 1} dx.$$  (3)

Here, we have made the substitution $x = h\nu/k_BT$. The Debye frequency $\nu_D$ restricts the total number of modes to $3N$. This restriction is achieved by requiring that

$$\int_{0}^{\nu_D} g(\nu)d\nu = 3N.$$  (4)

The cutoff procedure yields

$$\nu_D^3 = \frac{9N}{4\pi} \left(\frac{1}{c_l^3} + \frac{2}{c_t^3}\right)^{-1}. $$  (5)

It is useful to define the Debye temperature $\theta_D = h\nu_D/k_B$. The upper limit in the integral in Eq. (3) becomes $\theta_D/T$. Differentiating Eq. (3) with respect to temperature yields

$$C_V = \frac{4\pi k_B^2}{h^3} \left(\frac{1}{c_l^3} + \frac{2}{c_t^3}\right) \frac{\partial}{\partial T} \left(T^4 \int_{0}^{\theta_D/T} \frac{x^3}{e^x - 1} dx\right).$$  (6)

The heat capacity from the Einstein model is straightforward to calculate, while a numerical integrator is required for Eq. (6).

III. THE EXPERIMENT

We now discuss an experiment for determining $C_V$ for temperatures down to $\sim 100$ K. Thompson and White have presented details of a beautiful experiment measuring the latent heat of vaporization of liquid nitrogen and the heat capacity of various metals. Their method is based on calorimetric heat exchange between the solid and liquid nitrogen. Our experiment is a straightforward extension of their work. Our added feature is the determination of low temperature heat capacities and a statistical minimization of uncertainties. We show results from experiments performed on Cu.
and Al and then illustrate the anomaly in the heat capacity in a ferrimagnetic material at the Verwey transition.

The arrangement of the apparatus is shown in Fig. 1. A force sensor with an accuracy of 0.01 N (1 g) (Vernier Instruments DFS-BTA) is interfaced to the computer and measures the weight of a styrofoam cup containing the continuously vaporizing nitrogen. The solid whose heat capacity is to be determined makes contact with cold nitrogen vapor from the boiling liquid nitrogen placed inside a vacuum flask which serves as the vapor cryostat. The temperature of the solid is monitored by a silicon diode that is secured with teflon tape while thermal grease ensures uniform thermal contact between the sensor and solid. The level of the liquid nitrogen is kept constant by continuous refilling through a funnel. When the desired initial temperature of the solid, $T_1$, is achieved, it is swiftly dropped into the styrofoam cup containing liquid nitrogen. A rapid hissing sound and effervescence ensues, partly due to the Leidenfrost effect and the cup jostles. Eventually the rapid movement ceases, and the background rate of vaporization is re-established. In equilibrium, the temperature of the solid is 77 K. A representative change of the temperature of the solid during the experiment is illustrated in Fig. 2.

We use an ordinary silicon diode as the cryogenic temperature sensor.$^9,10$ The underlying principle of the temperature measurement is the diode equation

$$I_f = I_0(T, E_g)\exp(eV_f/k_BT) - 1,$$

where $I_f$ is the forward-biased current through the diode, $V_f$ is the forward-biased voltage, and $I_0$ is the reverse saturation current, which depends on temperature and the band-gap $E_g$. It can be shown$^1$ that the equation relating the temperature to the diode voltage is given by

$$V_f(T) = \frac{E_g}{2q} - \left[ \log x + \frac{3}{2} \log T - \frac{I_f}{q} \right] k_BT,$$  \hspace{1cm} (8)

with

$$x = \frac{1}{4} \left( \frac{2mk_B}{e^2} \right)^{3/2} \frac{A_4k_B}{\tau E_g},$$  \hspace{1cm} (9)

where $q$, $m$, $A$, and $\tau$ are, respectively, the charge and mass of the electron, the cross-sectional area of the diode junction, and the momentum scattering time.$^1$ A plot of $V_f$ versus $T$ is approximately linear from $\sim 100$ K to room temperature.

To provide a constant forward biased current $I_f = 10 \mu A$, a current source can be easily built using an operational amplifier (TL081), Zener diode (2.7 V), and resistors. The circuit is shown in Fig. 3. The resulting voltage $V_f$ is directly read into the computer fitted with a data acquisition card (National Instruments PCI-6221). A LABVIEW program automates the data acquisition.

Note that unlike a wire thermocouple, the diode gives a more stable and accurate measurement for the sample held in the nitrogen vapor. The thermocouple operation is based on the Seebeck effect, wherein a temperature gradient along the length of a conductor results in an emf. The thermocouple wire protruding above the liquid nitrogen surface in the cryostat is placed inside a spatially extended temperature gradient. Therefore, the induced Seebeck voltage originates from the entire thermocouple wire and not only the welded tip making contact with the solid surface. Hence, thermocouple measurements do not represent the temperature of the solid.

An additional concern that might arise is whether the surface temperature truly represents the bulk temperature.

---

Fig. 1. (Color online) The experimental arrangement. The solid is allowed to thermally equilibrate with the cold nitrogen vapor inside a cryostat and is then swiftly dropped into a container holding liquid nitrogen. A rapid hissing sound and effervescence ensues, partly due to the Leidenfrost effect and the weight of the cup is constantly monitored while the temperature is measured by passing a fixed current through a Si diode and determining the voltage drop across it.

Fig. 2. (Color online) Temperature profile of the solid during the experiment. (a) Represents the point at which the solid achieves the desired temperature inside the vapor cryostat; (b) is the instant when the solid is lifted from the cryostat; (c) is in the region of the decreasing temperature during the solid’s transit from the cryostat and subsequent immersion into the cup; and (d) is the point at which the solid equilibrates at 77 K.

Fig. 3. A hand-built circuit for the current source to provide 10 $\mu$A current through the silicon diode. The current is adjusted by the setting of the variable resistor.
Typically our solids are cylinders of diameter 12 mm and length 32 mm. The Si diode measures the surface temperature of the solid, but we can make an intelligent guess about the internal temperature based on the Biot number,\(^{12}\) \(H L_c/\kappa\), where \(H\) is the coefficient of heat transfer in the presence of nitrogen vapor, \(L_c\) is the ratio of the solid volume to its surface area, and \(\kappa\) is the thermal conductivity. The value of \(H\) depends on the temperature of the nitrogen near its boiling point,\(^{13}\) but for a difference greater than 40 K, it is approximately 3000 W/(m\(^2\) K). The dimensionless Biot number is the ratio of the heat exchange between the solid and the surrounding fluid to the heat conduction inside the sample. A ratio smaller than one indicates small resistance to heat conduction inside the sample, enabling the interior of the solid to quickly equilibrate to a uniform temperature. A simple calculation for the Al and Cu samples shows that the Biot number is approximately 0.03 and 0.016, respectively, indicating that the temperature is uniformly distributed within the solid.

Data from a representative experiment are shown in Fig. 4. We construct linear fits to the background evaporation rates before and after immersing the solid. The vertical displacement between these lines is a measure of the additional mass of nitrogen vaporized by the heat transfer from the hotter solid, \(\Delta m\). The heat capacity is determined from the change in mass:

\[
C_V(T_1) = \frac{L_c \Delta m}{n_{\text{moles}} (T_1 - 77)},
\]

where \(n_{\text{moles}}\) is the number of moles of the solid and \(L_c\) is the latent heat of vaporization of nitrogen. To determine the temperature dependence of \(C_V\), we repeat the experiment for different values of \(T_1\) and calculate the corresponding change in \(\Delta m\).

Figure 5 shows the experimental results for solid copper with \(T_1 = 200\) K [Figs. 5(a) and (b)] and \(T_1 = 120\) K [see Figs. 5(c) and 5(d)]. The vertical lines are the error bars, \(u_m\), arising from the smallest division on the balance scale, \(u_m = 1\) g. We require \(\Delta m > u_m\) for our results to be meaningful. In Fig. 5(a) this condition is easily satisfied. The lines before and after immersion do not statistically overlap when extrapolated. The situation changes when \(T_1\) decreases, which result in smaller values of \(\Delta m\). This trend is illustrated in Fig. 5(c), where the instrumental uncertainties are greater than the change in mass, making it impossible to obtain a reliable value of \(\Delta m\).

To obtain the best results we can use the entire line of data points before and after the immersion of the solid for the determination of \(\Delta m\), and not just the terminal values at the juncture of the transference of the solid. Therefore, we are interested in the uncertainties in the slope \(u_s\) and the intercept \(u_i\) of the lines. These uncertainties can be calculated using\(^{14}\)

\[
u_s^2 = \frac{1}{D} \sum d_i^2,
\]

\[
u_i^2 = \frac{1}{n} \left( \frac{\bar{m}^2}{D} \right) \sum d_i^2,
\]

where \(d_i\) is the deviation of the \(i\)th experimental point from the corresponding point on the best-fit line, \(\bar{m}\) is the average mass, \(D\) is the sum of the squares of the deviations, and \(n\) is the total number of points in each line. Computer-based acquisition generates large amounts of data, increasing \(n\) and hence reduces the uncertainties in the measurement. Based on \(u_s\) and \(u_i\), we can draw confidence bands, with larger \(n\) resulting in tighter bands. These bands are illustrated in Figs. 5(b) and 5(d) by a trio of lines; the middle line is the best fit line, and the top and bottom lines represent the extreme.

The best estimate for the reduction in mass is \(\Delta m\) and its uncertainty \(u_{\Delta m}\) is based on the maximum (\(\Delta m_1\)) and minimum (\(\Delta m_2\)) differences. These maxima and minima are defined through the inset of Fig. 5(e). \(\Delta m_1 = a - f\) and \(\Delta m_2 = c - d\). The uncertainty is

\[
u_{\Delta m}^2 = (\Delta m_1 - \Delta m_2)^2 + (\Delta m - \Delta m_2)^2.
\]

Our data analysis ensures that \(u_{\Delta m} < \Delta m\) even in cases where \(u_m > \Delta m\). For example, for \(T_1 = 120\) K, the individual mass uncertainty \(u_m = 1\) g is larger than the change in mass \(\Delta m = 0.72\) g, and the uncertainty calculated after the statistical averaging procedure is \(u_{\Delta m} = 0.43\) g, which is smaller than \(\Delta m\). The uncertainty in \(C_V\), \(u_{C_V}\), is inferred from \(u_{\Delta m}\) using error propagation\(^{14}\)

\[
u_{C_V} = \frac{L_c u_{\Delta m}}{n_{\text{moles}} (T_1 - 77)}.
\]

showing that smaller values of \(T_1\) yield higher uncertainties \(u_{C_V}\). This trend is observable in our results.

IV. RESULTS AND DISCUSSION

A. Fits for Cu and Al

Results for the metals Cu and Al are shown in Fig. 6. The data are fitted to Eq. (1), yielding \(\theta_c\) equal to 278 and 284 K, respectively, which is in reasonable agreement with the accepted values 248 and 306 K.\(^{15}\) The heat capacity for Al is smaller than Cu, implying higher Einstein temperatures. Students can understand this difference by recognizing that
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Fig. 5. (Color online) The temporal profile of the evaporating mass for (a) $T_1 = 200$ K and (c) $T_1 = 120$ K. The time-stamped measurements of mass and the uncertainties in each measurement $\mu_m$ are shown as well as the best linear fits before and after the immersion of the solid sample. For ease of visualization, most of the sample points have been removed. The calculated bands based on the uncertainties in the entire lines are shown in (b) and (d); the individual data points and their uncertainties have been suppressed. For $T_1 = 120$ K, $D_m^1 = 5.10$ g, $D_m^2 = 4.50$ g, $\Delta m = 4.80$ g, $\mu_{D_m} = 0.45$ g, and $\mu_{CV} = 0.44$ J/(mol K); for $T_1 = 200$ K $\Delta m_1 = 1.10$ g, $\Delta m_2 = 0.34$ g, $\Delta m = 0.72$ g, $\mu_{\Delta m} = 0.43$ g, and $\mu_{CV} = 1.43$ J/(mol K).

Fig. 6. (Color online) Experimentally determined heat capacities of (a) copper and (b) aluminum and fits to the the Einstein model.
the Al atom is lighter than Cu (smaller $m$) and the elastic or effective spring constant $k$ is higher (volume expansivity is lower). Hence the ion frequency \( \nu = \sqrt{k/m} \) is higher for Al, resulting in a larger value of $\theta_D = \hbar \nu / k_B$.

The experimental data for Cu and the Debye fit with $\theta_D = 350$ K is shown in Fig. 7(a), with the agreement being exceptionally good at lower temperatures. The best estimate of $\theta_D$ is found by minimizing the variance between the experimental and numerical values. Our result is in excellent agreement with the published value of 343 K. Results for Al yield $\theta_D = 450$ K, compared to the published value of 428 K.

For very low temperatures the Debye heat capacity shows a $T^3$ dependence. The $T^3$ approximation holds only at temperatures below about $\theta_D/50$, and this dependence is not observed in our experiments which only go to about 100 K. A more expensive helium cryostat would be necessary for observing this behavior.

B. Verwey transition in magnetite

A commonly available ferrite is magnetite, Fe$_3$O$_4$, which is well known for its use in ferrite cores of inductors and transformers, and its interesting magnetic, electrical, and structural properties. We highlight an anomaly in the heat capacity of magnetite—the Verwey transition, which occurs at around 120–130 K. At temperatures above the Verwey transition, the ferrite is metallic and electrically conducting, while at lower temperatures it is an electrical insulator, its conductivity less by several orders of magnitude. In addition to the change in electrical conductivity, the heat capacity shows anomalous behavior. Our experimental results are shown in Fig. 8 and agree with Park’s original experiment.

---

Fig. 7. (Color online) Experimentally determined heat capacities of copper and the best fit to the Debye model.

Fig. 8. (Color online) Experimentally determined heat capacities of magnetite, highlighting the change in the heat capacity in the region of the Verwey transition.